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ABSTRACT 
Information about the person's identity is revealed through their attire. The garment region must first be 

localised or divided in the picture in order to retrieve its attributes. It is also necessary to increase the efficiency 

of garment segmentation when dealing with several photos of the same individual wearing the same outfit. Since 

the issues of identity identification and garment segmentation are related, finding a solid solution for one would 

help in finding a solution for the other. We build on this technique to learn a global clothing mask by 

investigating the mutual information between pixel positions close to the face and person identification. Use 

graph cuts to segment the clothing region of each image based on a clothing model developed from a single or 

series of images of the same individual wearing the same outfit. 

To identify people in other photographs, we use face characteristics and clothing traits. Then, this data is entered 

into a database, which is used to identify suspects from CCTV footage of crimes that was recorded by a number 

of CCTV Systems situated along routes and near to the crime site. Knowing where the clothes is positioned is 

crucial when attempting to extract clothing elements from the picture. In this project, we discuss how to separate 

clothes in a human image using graph cuts. We demonstrate that improved clothing segmentation may be 

achieved by building a better model of the apparel by utilising many photographs of the same individual taken at 

the same event. We also go through the advantages of proper apparel segmentation for identifying persons in a 

set of consumer images. 

 

I. INTRODUCTION 
1.1 Motivation 

The limitations of recognizing persons just 

by their countenance are shown in Figure 1. It is 

challenging to determine the percentage of distinct 

persons present when only six faces from a photo 

collection are displayed (cropped and scaled in a 

similar manner to how images from the PIE [24] 

database frequently are). Even though it is clear that 

there are only three distinct people, the situation is 

not much simpler. The three are actually sisters who 

are about the same age. It becomes virtually effortless 

to identify which photographs are of a same 

individual when the faces are displayed alongside 

their attire. 

 
Figure 1.1 : Different photos of twins 

 

Even for humans, recognizing which images 

are of the same person and which are of different 

people based just on their faces is difficult (top). 

However, distinguishing the three persons becomes 

much easier when the faces are merged into the 

setting of clothing (bottom). The following 

experiment was carried out to measure the influence 

that clothing plays on human recognition:  

Seven participants were given a sheet with 

54 annotated portraits of 10 persons from the photo 

collection and instructed to identify a comparable 

group of portraits. The experiment was repeated with 

images that included a portion of the clothing (as 
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shown in Figure 1). On this obviously challenging 

family album, the average accurate recognition rate 

increased from 58% when only faces were utilised to 

88% when faces and clothes were displayed. 

 

1.2  Problem definition 

For differentiating people in family albums, 

there is a strong potential for person recognition 

utilising attributes in addition to the face. Knowing 

where the clothes is positioned is crucial when 

attempting to extract clothing elements from the 

picture. We go through how to segment clothes in a 

person's photograph using CNN. We demonstrate that 

improved clothing segmentation may be achieved by 

building a better model of the apparel by utilising 

many photographs of the same individual taken at the 

same event. We also go through the advantages of 

proper apparel segmentation for identifying persons 

in a set of consumer images. 

 

1.3  Limitations of Existing System 

The bulk of currently utilisedapproaches 

rely on processing static images of a single 

individual; as a result, computer expenses for video 

analysis are typically prohibitively expensive. The 

accuracy of static picture detection is also 

insufficient. There is no model that combines face 

and clothes depending on video stream input. For 

differentiating people in family albums, there is a 

strong potential for person recognition utilising 

attributes in addition to the face. Knowing where the 

clothes is positioned is crucial when attempting to 

extract clothing elements from the picture. We go 

through how to segment clothes in a person's 

photograph using CNN. 

 

1.4  Proposed System 

The objective of the system is to spot the 

criminals by capturing the varied attributes of 

garments worn by an individual. The system would 

categorize the garments by labellingthe garments as 

dress, jeans etc., Our approach, in contrast, aims to 

keep compute costs low for video analysis while 

processing several users concurrently and in real-

time. CNN is frequentlyused for cloth segmentation 

to do this. This cloth recognition is combined with 

face recognition for identifying criminals with higher 

probability. 

 

II. LITERATURE SURVEY 
Recent study has focused a lot on clothing as 

identification. Clothing is a key indicator when trying 

to identify someone from a comparable day using 

training data for purposes like teleconferencing and 

monitoring. Accurate figure segmentation from a 

static environment is achieved in these video-based 

applications. In consumer picture collecting 

applications, the correlogram of the colors inside a 

rectangle region surrounding a recognized face serves 

as a distinguishing property of apparel color 

properties. 

For the assisted tagging of all the faces in 

the collection, using a combination of face and body 

characteristics provides a Three to five Percent 

improvement over using solely body features. All of 

the aforementioned methods just extract garment 

attributes from a box that is positioned beneath the 

face, despite Song and Leung's attempts to remove 

flesh and change the positioning of the box to support 

more recognizable faces. The clothing region is still 

challenging to segment. 

Models have been trained by certain 

researchers to basically learn the traits of the human 

form. In general, these algorithms search for body 

components (such as the legs, arms, or trunk) and 

then apply a pre-defined model to identify the most 

reasonable physical body from the pieces that were 

found. A model-based approach is undoubtedly 

justifiable in this case, but we are curious as to what 

is typically gained from the data itself. Is it feasible 

for a computer to recognize a person's shape given a 

large number of photos of them without forcing a 

physical human model on its analysis of the data? 

Researchers have attempted to separate things of 

interest by first computing numerous segmentations 

for each picture, combining the popularity of 

component object sections with segmentation, and 

recognizing objects among many photos. 

Additionally, Rother et al ]. 

Liu and Chen [13] extend the capability of 

their GrabCut graph-cutting object extraction 

approach to allow it to work on pairs of pictures 

concurrently. In a similar spirit, they use PLSA 

instead of the human interface to customize the 

GrabCut. We broaden this issue to include the 

identification of persons based on their faces and 

attire. To provide better apparel segmentation, we 

apply graph cuts simultaneously to several photos of 

a single individual. The following are the 

contributions we made: In order to obtain a global 

clothing mask, we examine the knowledge content in 

the pixels around the face. 

When our clothing model is created from 

one or more photographs that we assume to include 

an identical person, we improve the clothing mask 

using graph-cutting techniques on each image. We 

don't employ an actual body model, in contrast to 

some earlier research. We employ both face and 

clothing features to identify persons by creating a 

texture and colour visual word library from attributes 

taken from probable garment areas of individual 

photos. We demonstrate how these upgraded clothing 

masks lead to increased identification. To enhance 
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clothing segmentation, we simultaneously apply 

graph cuts to a set of photos of the same subject. 

 

III. REQUIREMENT ANALYSIS 
Despite the project's small size, it is 

essential that the current problem be accurately 

identified in order to provide a qualified solution. 

However, the lack of support from the firm has made 

this procedure even more difficult. Fortunately, the 

application manager has taken time out of his busy 

schedule to chat with me more carefully about the 

issue. The primary goal of this chapter is to assess the 

present environment and user expectations for this 

system. 

 

Requirements: 

The following is a list of the project's minimal 

requirements: 

● Examine the necessary tools and methods to 

get a general idea of the proposed database's system 

needs. 

● Consider using appropriate database 

management technologies to implement the 

suggested database. 

● Consider the best web design and authoring 

applications that may be utilized. 

● Create web forms for the suggested 

database. 

● Create and use appropriate criteria to assess 

the answer. 

 

Requirement Analysis: 

The primary goal of this chapter is to assess 

the present environment and user expectations for 

this system. We might begin defining the goals that 

our website should accomplish by taking into account 

the comparative analysis presented in the previous 

section. An essay on all the various specifications for 

software development served as a foundation for this 

approach. We distinguish between functional and 

nonfunctional needs when categorising the 

requirements. 

 

3.1 Functional requirements 

Functional specifications should detail the 

tasks carried out by a particular screen, the system's 

work-flows, and any other business or legal criteria 

that must be met. Functional requirements describe 

the relationship between the input and output of the 

system; they specify which output file should be 

produced from the given file. For each functional 

requirement, a detailed description of all data inputs 

and their source as well as the acceptable range of 

inputs must be specified. 

The functional specification outlines what 

the system must perform, whereas the design 

specification outlines how the system achieves it. In 

the event that a user requirement specification was 

created, all of the needs should be included in the 

functional requirements. classification of illegal attire 

and image capture. 

 

Non Functional Requirements 

Describe the system components that are 

visible to users but aren't required for the system to 

work. Non-functional requirements include numerical 

demands such as reaction time (how quickly the 

system responds to user requests) and accuracy (how 

accurate are the system's numerical replies). 

Life Cycle (SDLC) refers to the process of 

establishing or updating systems, as well as the 

concepts and methodologies used in this process, and 

is found in the domains of systems engineering, 

information systems, and software engineering. The 

SDLC paradigm in software engineering supports a 

wide range of software development approaches. 

These techniques provide the organising and 

managing framework for the development of a data 

system and software. 

 

IV. DESIGN 
The input design is what connects the user to 

the information system. It entails developing norms 

and data entry panel is intended to enable for the 

entering of all necessary data. It also comes with the 

ability to view records. 

The info entered will be checked for 

correctness. Screens can help with data entering. 

When necessary, the appropriate notifications are 

presented to protect the user from being trapped in 

dangerous circumstances. As a result, the goal of 

input design is to provide an easy-to-understand input 

layout. 

 

V. OUTPUT DESIGN 
A quality output is one that meets the 

demands of the end user and clearly displays the 

information. The outputs of any system are the means 

via which users and other systems get the results of 

processing. How information will be displaced for 

both immediate demand and the hard copy output is 

chosen during output design. It serves as the user's 

main and most immediate information source. A 

system's ability to engage with tools that support user 

decision-making is enhanced by effective and clever 

output design. 

The process of designing computer outputs 

should be thorough and well-thought out; the right 

output must be produced while ensuring that every 

output component is constructed so that users will 

find the system to be effective and useable. One 

should identify the particular output that is being 
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examined while analysing computer-generated is 

required: 

 

SYSTEM DESIGN 

System design goes from a document 

intended for users to one intended for programmers 

or database administrators. A design is a method for 

approaching the development of a new system. There 

are various steps involved in this. It gives the 

conceptual and procedural expertise required to 

implement the system outlined in the feasibility 

study. The design process comprises both logical and 

physical development stages. The logical design 

process includes reviewing the current physical 

system, generating input and output requirements, 

designing an implementation plan, and providing a 

walkthrough of the logical design process. 

 

 
 

The database tables, as well as the field formats, are 

created by examining the system's operations. 

Database table columns should define each 

table's purpose in the overall system. More fields 

should be avoided since they may exhaust the 

system's storage space. As a result, the input and 

output displays should be designed to be user-

friendly. The menu should be concise and precise. 

 

VI. SOFTWARE DESIGN 
The software is designed using the following 

principles: 

1. Modularity and partitioning: Software is 

created such that each system should have a 

hierarchy of modules that divide each system's 

functions. 

2. Coupling: Modules in a system should not 

be overly dependent on one another. 

 

3. Cohesion:   modules must to be completed 

in a single processing step. 

 

4. Shared use: Allowing a single module to be 

called by other modules that require the function it 

provides would reduce duplication. 

 

5. The Unified Modeling Language may be a 

single language for defining, visualizing, 

constructing, and documenting software artefacts, as 

well as for business modelling and other non-

software systems. The UML is an example of a 

collection of best engineering practices that have 

proven useful in modelling big, complicated systems. 

 

UML diagrams 
UML is an abbreviation for Unified 

Modeling Language. UML is a general-purpose 

modelling language that is widely used in the field of 

object-oriented software engineering. The 

Management Group manages and improves quality. 

UML aspires to be a standard language for modelling 

object-oriented computer programs. Today, UML 

consists of two primary components: a notation and a 

meta-model. UML may contain additional related 

techniques or processes in the future. 

improve the process of generating objects-

oriented software, as well as the software 

development process as a whole. The UML focuses 

on accurately organizing software projects through 

the use of graphical notations. 

 

GOALS: 

The Primary goals within the design of the 

UML are as follows: 

Give customers a ready-to-use, expressive 

visual modelling language that allows them to build 

and share meaningful models. Provide tools for 

specialisation and extension to emphasise the 

fundamental ideas. be unaffected by certain 

development approaches or programming languages 

Build a solid foundation for knowing the modelling 

language. Encourage the expansion of the OO tool 

market. Encourage the use of advanced development 

ideas like as frameworks, components, patterns, and 

collaborations. 

 

Use Case Diagram: 

 A use case diagram's goal is to depict a 

system's dynamic nature. This is frequently used to 

collect systemic desires, taking into account both 

internal and external factor. 

 The process of creating objects-oriented 

software, as well as the software development 

process as a whole, may benefit greatly from the 

UML. The UML focuses on using graphical notations 

to organise software projects precisely. 

 The fundamental purpose of a use case 

diagram is to determine which system functions are 

performed by each actor. The roles of the system's 

performers are frequently represented.
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Fig: 5.3 - Use Case diagram 

 

Sequence Diagram: 

A sequence diagram depicts the interactions between 

items in the order in which they occur. 

Thesediagrams are sometimes referred to as event 

diagrams or event scenarios. This helps in 

understanding how the objects and 

componentsinteract to execute the method. 

This has two dimensions which represents time 

(Vertical) and different objects (Horizontal) 

 

 
Fig: 5.4 - Sequence diagram 

 

 

VII. IMPLEMENTATION 
Techniques to be used 

In this study, one consumer picture 

collection is used. The collection named the faces 

that the face detector picked up on in each image and 

will add any further faces. The collection as a whole 

includes 2167 pictures. Instead of combining the 

collections, we experiment on each one 

independently to mimic working with a single image 

collection. 

The faces and attire of people are used to 

extract their features. Our version of a face detection 

algorithm finds faces and infers where people are 

paying attention. Each face is transformed into a 37-

dimensional vector by normalising its scale before 

being projected onto a collection of Fisher faces. 

These traits aren't the most advanced for detecting 

faces, but they're enough to show how our method 

works. In order to extract features that represent the 

garment area, the individual's body is re-sampled to 

8149 pixels so that the distance between the eyes 

(from the face detector) is 8 pixels. 

Typically, the image's axis and the crop 

window are aligned. Both texture and colour 

characteristics are taken from clothing since there are 

so many different patterns and hues available. Each 

pixel point in the scaled human image has a 5-

dimensional feature vector with low-level properties. 

It is critical to collect information even in uniform 

colour areas of clothing, which is why this precise 

description of the clothing region is employed to help 

[13, 14]. The RGB colour data. The histogram over 

each of the five characteristics is calculated for each 

superpixel. The characteristics of each pixel are the 

five histograms associated with the accompanying 

superpixel. Over each superpixel, this approach 

offers localization while retaining some degree of 

translation and scaling resilience. The feature 

histograms connected to the path superpixel are 

denoted by the symbol sp. Similarly, the feature 

histograms associated with the superpixel that 

represents location are denoted by the notation s(x,y) 

(x, y). The low-level feature vector for each pixel in 

the second representation, which uses a separate 

visual word dictionary for colour and texture 

characteristics, is quantized to the index of the 

nearest visual word. 

 

Techniques Used 

Gathering Data: 

This step includes the below tasks: 

The histogram of the colour visual words and, as a 

result, the histogram of the feel visual words inside 

the clothing mask region, respectively, indicate the 

clothing region. This clothing mask is, of course, the 

presumed area of clothes for the face; nevertheless, 

the specific clothing during a specific human picture 

may also be obscured by another item. V stands for 

the visual term "clothing characteristics." The initial 

stage of the machine learning life cycle is data 

collecting. The purpose of this step is to identify and 

collect any data-related issues. Since data may be 

obtained through kaggle, we must identify the 

various data sources in this stage. It is one of the 

most critical periods of life. The volume and quality 

of data collected will affect the efficacy of the 

outcome. The more information available, the more 

precise the forecast. 

 Identify different sources of data 
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 Data Collection 

 Assemble the information from several 

sources. 

 

The more information available, the more precise the 

forecast. By completing the aforementioned 

procedure, we receive a coherent set of data, also 

known as a dataset. It will be used in the following 

actions. 

 

7.2 Data preparation 

After acquiring the data, we must prepare it 

for future usage. The process of organising and 

preparing our data for use in machine learning 

training is known as data preparation. At this point, 

we gather all of the data together before randomly 

arranging it. This procedure may be broken down 

into two steps: 

 

 examining data 

It helps us comprehend the type of data we must 

work with. We must comprehend the qualities, 

formats, and properties of the data. A more accurate 

grasp of the data results in successful results. We 

discover correlations, broad patterns, and outliers in 

this. 

 Data pre-processing: 

 

Now the next step is preprocessing of data for its 

analysis. 

 

7.3 Data Wrangling 

Data wrangling is the process of cleaning 

and changing useless raw data into a useable state. It 

is the process of appropriately structuring the data for 

analysis in the subsequent phase, selecting the 

variable to use, and cleaning the data. It is one of the 

most important stages in the entire process. Data 

cleansing is required to address quality problems. 

The information we have gathered may not always be 

beneficial to us; some of it may not even be. The 

challenges that acquired data may have in real-world 

applications include: 

 Missing Values 

 Duplicate data 

 Invalid data 

 Noise 

 

So, we use various filtering techniques to clean the 

data. The aforesaid problems must be found and fixed 

since they have the potential to reduce the 

effectiveness of the process. 

7.4 Data Analysis 

The data has now been cleansed and readied for the 

analysis stage. This action entails: 

 

 Choice of analytical methods 

 Developing models 

 Review the outcome 

 

This stage's purpose is to develop a machine learning 

model that will investigate the data using a range of 

analytical approaches and then assess the outcomes. 

To create the model utilising the provided data, we 

must first define the nature of the difficulties. The 

model is then evaluated using machine learning 

techniques such as classification, regression, cluster 

analysis, association, and so on. As a result, in this 

stage we take the data and create the model using 

machine learning methods. 

Train Model 

The model must now be trained in order to be 

improved for a better solution to the problem in the 

following stage. To train the model using different 

machine learning techniques, we utilise datasets. A 

model must be trained in order for it to comprehend 

the numerous patterns, laws, and characteristics. 

Test Model 

We test the machine learning model once it has been 

trained on a specific dataset. In this phase, we give 

our model a test dataset to see if it is accurate. 

According to the needs of the project or challenge, 

testing the model determines its accuracy %. 

Deployment 

Deployment, the last stage of the machine learning 

life cycle, involves implementing the model in a 

practical system. We implement the model in the 

actual system if it delivers an accurate output that 

meets our requirements quickly and as planned. 

However, we will first determine whether the project 

is using the given data to improve performance 

before distributing it. The project's final report is 

made during the deployment phase. 

 

Development: 

In place of the user-based neighbourhood 

strategy, we suggested an alternative. We start by 

taking into account the neural network's input and 

output dimensions. A user profile (i.e., a row from 

the user-item matrix R) with one rating withheld is 

considered a training example in order to maximise 

the quantity of training data we can provide to the 

network. On that training case, the network's loss 

must be calculated in relation to the single withheld 

rating. As a result, each rating in the training set 

refers to a training example rather than a specific 

user. 

We opt to utilise root mean squared error 

(RMSE) with respect to known ratings as our loss 

function since we are interested in what is basically a 

regression. Root mean squared error more severely 

penalises forecasts that are further off than the mean 

absolute error does. We believe that this is 
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advantageous for the recommender system since it 

has a considerable negative influence on the quality 

of the suggestions when a user is predicted to give an 

item a high rating even if they did not enjoy it. The 

highest anticipated rating, albeit possibly not 

precisely accurate, is probably significant to the user. 

On the other hand, lesser mistakes in prediction are 

likely to produce suggestions that are still valuable. 

Making data more meaningful and 

informative is the effort of changing it from a given 

form to one that is considerably more useable and 

desired. This entire process may be automated using 

Machine Learning algorithms, mathematical 

modelling, and statistical expertise. Depending on the 

work we are conducting and the needs of the 

machine, the output of this entire process can be in 

any desired form, including graphs, movies, charts, 

tables, photos, and many more. Although it can 

appear easy, this procedure needs to be carried out in 

a highly methodical manner when dealing with really 

large companies like Twitter, Facebook, 

administrative entities like the Parliament, UNESCO, 

and health sector organizations. 

 

Fig 6.1 Data Processing 

 

Collection: 

 

The most important step in beginning with ML is to 

acquire accurate and high-quality data. Any verified 

source, such as data.gov.in, Kaggle, or the UCI 

dataset repository, can be used to acquire data. For 

instance, while studying for a competitive test, 

students use the best study materials they have access 

to in order to learn the most effective content and 

produce the best outcomes. Similar to this, reliable 

and high-quality data will help the model train faster 

and more effectively, and when tested, the model will 

produce cutting-edge findings. 

The process of gathering data uses up a 

tremendous amount of money, time, and resources. 

The type of data required to carry out activities or 

conduct research must be determined by 

organisations or researchers. For instance, creating 

the Facial Expression Recognizer requires a sizable 

collection of photos with a wide range of human 

expressions. The validity and dependability of the 

model's conclusions are ensured by good data. 

 

Preparation: 

For instance, creating the Facial Expression 

Recognizer requires a sizable collection of photos 

with a wide range of human expressions. The validity 

and dependability of the model's conclusions are 

ensured by good data. The information obtained may 

be in a raw condition that cannot be communicated to 

the machine straight away. This approach entails 

collecting data from many sources, assessing those 

datasets, and then producing a new dataset for further 

processing and analysis. This preparation can be done 

either manually or automatically. Data can also be 

submitted in numerical representations, which speeds 

up the model's learning process. Example: An picture 

can be used to generate a matrix of N X N 

dimensions, with each cell's value representing a 

pixel. 

 

Input: 

The prepared data may now be in a format 

that is not necessarily machine-readable, thus certain 

conversion methods are required to transform this 

data into a format that can be read by machines. A 

high level of computation and precision are required 

to complete this activity. Examples of sources from 

which data can be gathered are MNIST Digit data 

(pictures), Twitter comments, audio recordings, and 

video clips. 

 

 
FIG 6.2 Data Pre - Processing in Machine Learning 
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Processing: 

At this stage, algorithms and machine learning 

methodologies are required to handle the instructions 

supplied across a huge volume of data in an accurate 

and efficient manner. 

Output: 

At this level, the machine obtains findings that are 

meaningful and simple for the user to deduce. 

Reports, graphs, films, and other products are 

examples of output. 

Storage: 

The output that has been collected, the data model 

data, and all other helpful information are preserved 

for use in the following phase. 

 

Data Preprocessing for Machine learning in 

Python 

• Pre-processing refers to the changes we 

make to our data before feeding it to the algorithm. 

• Data preparation is the process of converting 

dirty data into clean data sets. In other words, if data 

is collected from numerous sources, it is done in such 

a raw form that analysis is impossible. 

 

Need of Data Preprocessing 

 In order to get better results from the applied 

model, the data format in machine learning projects 

must be accurate. Because the Random Forest 

method does not allow null values, null values from 

the original raw data set must be handled before 

running the Random Forest algorithm. Some 

Machine Learning models need data in a specific 

format. 

 Another consideration is that data sets 

should be organised such that many Machine 

Learning and Deep Learning algorithms may be 

applied to the same data set and the best one is 

selected. 

 

Rescale Data 

 Many machine learning methods can benefit 

from rescaling the attributes to have the same scale 

when our data is made up of attributes with different 

sizes. 

 This is beneficial for the main machine 

learning algorithms that employ optimization 

techniques like gradient descent. 

 It is especially helpful for algorithms like 

regression and neural networks that weight inputs, as 

well as for algorithms like K-Nearest Neighbors that 

require distance measurements. 

 Using the MinMaxScaler class from scikit-

learn, we can rescale your data. 

 

 

 

Machine Learning Process 

 
Fig 6.4 Machine Learning Process 

 

A training data collection is used by 

machine learning algorithms to generate a model. 

When fresh input data is supplied, the ML algorithm 

uses the model to create a prediction. The accuracy of 

the forecast is checked, and if it is deemed 

acceptable, the machine learning method is applied. 

If the accuracy is deemed inadequate, the Machine 

Learning system is retrained using a bigger training 

data set. 

 

 
Fig 6.5 Machine Learning Process in detail 

 

The creation of a predictive model is a phase 

in the machine learning process that may be used to 

address problems. To better understand the machine 

learning process, imagine you've been given a 

problem that must be solved using machine learning. 
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Fig 6.6 - Steps in Machine Learning process 

 

The below steps are followed in a Machine Learning 

process: 

 

Step 1: Define the objective of the Problem 

Statement 

 

In this phase, we need to know precisely what needs 

to be forecasted. In this instance, the goal is to 

foretell the likelihood of rain by analysing 

meteorological patterns. Making notes in your head 

about the kind of information that may be utilised to 

solve this issue or the kind of strategy you should 

adopt to get at the answer is also crucial at this point. 

Step 2: Data Gathering 

At this point, you should be asking inquiries like 

these. 

● What type of information is required to 

address this issue? 

● How can I get the data? 

● Does the information exist? 

 

After identifying what kind of data are required, 

you must understand how to collect that data. 

Manual data collection, as well as web scraping, are 

options. However, if you're just getting started and 

want to master machine learning, you don't need to 

worry about gathering data. There are various 

online data sites; simply download the data set and 

get started. To return to the topic at hand, the 

information necessary for weather forecasting 

includes factors such as humidity level, 

temperature, pressure, location, if you live in a hill 

station, and so on. Such data must be acquired and 

saved for future use. 

Step 3: Data Preparation 

 

The data format you gathered is virtually never 

appropriate. Missing values, duplicated variables, 

duplicate values, and other anomalies can occur 

during data collection. These discrepancies must be 

avoided since they can lead to inaccurate estimations 

and forecasts. As a result, you quickly evaluate the 

data set for discrepancies and resolve them. 

 

Step 4: Exploratory Data Analysis 

 

This level is all about delving deeply into data and 

uncovering all the hidden data secrets, so put on your 

detective hat. Exploratory Data Analysis, often 

known as EDA, is the conceptual step of machine 

learning. Understanding patterns and trends in the 

data is a component of data exploration. At this point, 

all pertinent conclusions have been reached and the 

relationships between the variables are known. 

For instance, when anticipating rainfall, we know that 

if the temperature has dropped, rain is likely to occur. 

At this point, it is necessary to comprehend and map 

these relationships. For instance, when anticipating 

rainfall, we know that if the temperature has dropped, 

rain is likely to occur. At this point, it is necessary to 

comprehend and map these relationships. 

 

Step 5: Building a Machine Learning Model 

 

The Machine Learning Model is constructed using all 

of the conclusions and trends discovered during Data 

Exploration. The data set is divided into training and 

testing halves at the start of this stage. The model will 

be developed and examined using the training data. 

The machine learning algorithm that is being used 

forms the basis of the model's reasoning. The sort of 

issue you're trying to answer, the data collection,  

and the problem's complexity all play a role in 

selecting the best method. The many issues that can 
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be resolved by machine learning will be covered in 

the sections that follow. 

 

Step 6: Model Evaluation & Optimization 

It's now time to test the model after developing it 

using the training data set. The testing data set is used 

to evaluate the model's effectiveness and degree of 

result prediction accuracy. Any additional model 

enhancements may now be made once the correctness 

has been determined. The performance of the model 

may be increased by using techniques like cross-

validation and parameter adjustment. 

 

Step 7: Predictions 

 

The model is assessed and enhanced before being 

utilised to generate predictions. The output can either 

be a Continuous Quantity or a Categorical Variable 

(such as True or False) (eg. the predicted value of a 

stock). In this instance, the result will be a categorical 

variable for estimating the likelihood of rainfall. 

 

VIII. CONCLUSION 
In this Project, we outline the benefits of 

using graph cuts to segregate apparel in a collection 

of consumer images. We demonstrated a data-driven 

method for locating a global clothing mask that 

displays the average placement of clothes in 

photographs of people, as opposed to a human 

model-driven method. Graph cuts are used to find a 

clothes mask for each person's picture using this 

global clothing mask. Using several photos of the 

same subject, we are able to enhance garment 

segmentation and build a more accurate clothing 

model. The advantages of integrating segmentation 

and recognition may be shown in this work as a case 

example. In consumer image collections, 

improvements in garment segmentation enhance 

human recognition. the use of several photos. 
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