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ABSTRACT: 
The existence of noisy occurrences in mobile phone data is a major issue for classifying user phone call 

behavior due to the various potential harmful implications (i.e., accept, reject, missed, and outgoing). The 

classifier complexity may increase and the classification accuracy may decrease as a result of the amount of 

redundant training data. To To find these noisy cases in a training dataset, researchers use naive Bayes. By 

adopting the premise of independence and conditional probability of the attributes, the Bayes classifier (NBC) 

finds instances that have been erroneously classified. Meanwhile, some of these incorrectly classified events 

may be indicative of particular mobile phone users' usage patterns and behavioral inclinations. Existing Naive 

Bayes classifier-based noise detection techniques lack classification accuracy since this issue was not taken into 

account. In this article, we recommend a more advanced noise detection technique based on naive Effective 

Bayes classifier classification of user phone call behavior. By using both the discriminant Laplace estimator and 

classifier and the naive Bayes estimator, we dynamically calculate a noise threshold. We can identify loud 

circumstances using this noise threshold. 

For the final decision-making process in this work, multiple Bayes classifiers are used and their user 

trustworthiness is discussed. The analysis of various common issues is followed by the provision of a pervasive 

computing architecture based on a basic but useful Bayes classifier model. 

We employ the most popular classification algorithm (such as a decision tree) to evaluate how well our system 

classifies user phone call behavior (e.g., decision tree). Results from tests using a real phone The call log dataset 

serves as an example of how our suggested strategy, which more precisely detects the noisy instances from the 

training datasets, produces higher performance. In this study, we examine a scikit-learn implementation of the 

Gaussian Naive Bayes classifier, whose accuracy is 95%. 

Keywords: Pervasive computing, Bayes classifier, ICT, Counting Trust, Counting Un-trust,Mobile Data 
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I. Introduction 
Our daily lives now frequently involve our 

mobile phones. The overall number of mobile 

cellular users is roughly the same as the world's 

population [13], and the owners of those phones 

spend most of the day with them as they go about 

their daily lives [13]. People utilize their mobile 

phones for a wide range of activities, such as voice 

communication, web browsing, app use, e-mail, 

online social networking, instant messaging, etc. 

[13]. Researchers have lately exploited a range of 

mobile phone data types for various specialized 

applications, including call logs [12], app usage logs 

[18], history of mobile phone notifications [11], 

browser logs [8], and context logs [23]. For 

instance, phone call data are used to predict user 

behavior to develop an automatic call rewall or call 

reminder system [14]. In the discipline of data 

mining, classification is a function that identifies 

and separates data classes or concepts [5]. Instances 

whose class values are unknown but whose attribute 

values are known are precisely identified using 

classification. It is possible to reliably determine 

user phone call behavior from log data using 

machine learning techniques like decision trees, but 

this is challenging since it requires a data set devoid 

of noise or outliers [3]. Noise, which is anything 

present in real-world datasets, might confuse the 
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relationship between an instance's features and its 

behavior class [6]. Such loud events could reduce 

classification accuracy and complicate the 

classification process. Additionally, it is evident that 

noise has a detrimental effect on decision trees [6]. 

The device we carry with us the most 

frequently is unquestionably a GSM-enabled cell 

phone. An antenna that covers a certain local area; 

an active connection, such as a call, to a particular 

antenna; and knowledge of the user's spatiotemporal 

position are all necessary for GSM communication 

between devices. The telecom company's collection 

of this data provides a spatiotemporal fingerprint of 

users travelling around a GSM coverage area. A 

user who only calls throughout the week and during 

business hours in a particular area, for example, can 

be considered a commuter as we only see his 

presence there during working hours. The 

observation made above prompts the following three 

queries: the first being that user habits and behavior 

are well-documented in GSM data; the second being 

that the volume of GSM data collected from the 

provider side is large, posing new problems for 

collection, storage, analysis, and mining; and the 

third being that the analysis of this enormous 

amount of personal data raises a number of privacy 

concerns. 

This work suggests a way for 

understanding user behavior from call patterns by 

mining substantial amounts of GSM call data in 

order to address these three issues. A key element of 

our solution is the suggestion of a technique for 

behavior identification based on calling profiles of 

phone users. The pre-processed data in these call 

profiles can be used to run mining algorithms to 

identify various user activity categories. 

The advantage of having call profiles 

created is that the analysis step is now based on an 

aggregated, privacy-preserving summary of the 

initial data instead of the original, massive, and 

sensitive GSM raw data. We show that these call 

profiles enable the development of a two-step 

process based on a bootstrap phase and a running 

phase for the classification of users into behavior 

groups based on their call behaviors. 

More particularly, we provide a user 

behavior inference system that substitutes an 

improved inductive learning phase and automatic 

categorization for the two-phase learning 

approaches utilized in [1]. The call profiles are used 

as a quantitative model to estimate the amount of 

data provided from the TelCo operator to the data 

analyzer, which is another intriguing result of the 

analysis process's division into a bootstrap and 

operating phase. It is possible to construct a 

cooperation protocol based on the creation and 

analysis of explicitly defined pieces of information 

since both parties can utilize the call profiles as a 

common interchange model. Both sides gain from 

this in two important ways: first, the amount of data 

transferred is reduced by using pre-aggregated data, 

like call profiles, and second, privacy is better 

protected because no original raw data is given to 

the data analyst. Using call data provided by an 

Italian mobile phone company, the findings of a 

noteworthy experiment carried out in two Italian 

cities are discussed. Based on how people move 

around, we split users' call patterns in these studies 

into three groups: residents, commuters, and 

tourists. This might pave the way for a variety of 

cutting-edge uses, such mobility observatories, 

where monitoring systems regularly gather call 

patterns from the TelCo operator and then 

extrapolate customers' mobility behaviors. 

 
Figure1. Classifying User Phone Call Behavior 
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In order to categorize the user phone call behavior, 

we therefore characterize the effects of noisy cases 

as follows: 

[1] The Increaseof  the size of the rule-set by adding 

irrational classification rules that the users would 

not find interesting. 

[2]The amount of training samples required and the 

complexity of the classifiers may both rise. 

[3] Noise in the training data increases the 

likelihood that the decision tree classifier will 

overfit and lose accuracy. 

The contributions are outlined as follows: We 

dynamically choose a noise threshold based on each 

person's particular behavioral tendencies.We 

provide an enhanced noise detection method based 

on naive Bayes classifier for accurately categorizing 

phone call activities of mobile users. 

Our tests on actual mobile phone datasets 

demonstrate that this method is more effective than 

other methods for categorizing user phone call 

behavior. 

 

II. Literature Survey 
The historical backdrop of the research is 

provided in this section. This work expands 

previous findings by building on the earlier findings 

in a pervasive computing architecture based on a 

trust model that makes trust judgments dynamically 

depending on different contexts and sources of trust 

information[1,2]. Many initiatives in the field of 

trust modeling are built on the pillars of history, 

recommendation, and context[3]. Trust has been 

represented and calculated in a variety of ways 

based on the aforementioned techniques, including 

statistical analysis [4], probability [5], and directed 

graphs [6]. 

A simple probabilistic technique known as 

a naive Bayes classifier (NBC) can be used to 

predict the probability of class membership [2] [9]. 

Its ease of usage and the fact that probability 

generation only has to scan one set of training data 

are two of its main advantages. A naive Bayes 

classifier may easily tolerate missing attribute 

values by omitting the pertinent probability for those 

traits while calculating the likelihood of 

membership for each class. The conditional 

independence of classes is also demanded, which 

asserts that the effects of one attribute on one class 

are independent of the effects of other attributes. 

In order to identify noise, we use the naive 

Bayes classifier (NBC) [9] as the fundamental tool. 

In order to ascertain the conditional probability for 

each attribute, we first use NBC to scan the training 

data. Table 1 displays a sample of the dataset for 

mobile phones. There are four attribute values and a 

phone call behavior for every instance (such as time, 

location, scenario, and caller-callee relationship). 

The prior probability for each behavior type and the 

conditional probabilities for each attribute value are 

shown for this dataset in Tables 2 and Table 3. 

Using these probabilities, we calculate the 

conditional probability for each case. similar to how 

NBC was established following independence. 

 

 
Figure2 :    Classification Work flow of Naive Bayes Classifier 

III. Naive Bayes Classifier 
A classifier is a type of machine learning model 

used to distinguish between various objects based on 

specific properties. Ref[25]. 

 

 

 

3.1Principle of Naive Bayes Classifier: 

A probabilistic machine learning model called a 

Naive Bayes classifier is utilized for classification 

tasks. The Bayes theorem serves as the foundation 

of the classifier. 
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3.2Bayes Theorem: 

 

  --------(1) 

 

When B has already happened, we may use the Bayes theorem to calculate the likelihood that A will also occur. 

Here, A is the hypothesis and B is the supporting evidence. Here, it is assumed that the predictors and features are 

independent. That is, the presence of one feature does not change the behavior of another. The term "naive" is a 

result. 

Bayes theorem can be rewritten as: 

 

----(2) 

The class variable (play golf) in the variable y indicates whether the conditions are acceptable for playing golf or 

not. The parameters/features are represented by variable X. 

X is given as, 

---(3) 

Here, the features are represented by the numbers x 1, x 2,.. x n, which can be translated to outlook, temperature, 

humidity, and windy. By replacing X and expanding using the chain rule, we obtain, 

 

----(4) 

 

Now you may look at the dataset to get the values for each and then enter them into the equation. The 

denominator does not change for any of the entries in the dataset; it remains constant. As a result, the 

denominator may be eliminated and proportionality may be added. 

 

 ----(5) 

 

3.3 Types of Naive Bayes Classifier: 

Multinomial Naive Bayes: 

This is mostly used for document classification 

issues, such as determining whether a document falls 

under the sports, politics, technology, etc. category. 

The frequency of the terms included in the document 

is one of the features/predictors that the classifier 

uses. 

Bernoulli Naive Bayes: 

Similar to the multinomial naive bayes, but using 

boolean variables as predictors. The only options for 

the factors we use to predict the class variable are 

yes or no, as in whether a word is in the text or not. 

Gaussian Naive Bayes: 

We assume that the values of the predictors are 

samples from a gaussian distribution when they take 

up a continuous value rather than being discrete. 
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Figure 3. Gaussian Naive Bayes 

 

The conditional probability formula changes to, since the dataset's presentation of the values changes. 

---(6) 

 

IV. MATERIALS AND METHODS 
The research's materials and methodology are presented in this part. 

  

 

 
Figure 4.  Proposed Method 
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Figure5: Classifier  data Training Using Machine Learning 

 

V. Data Set Description: 
The theory underlying the Naive Bayes classifiers 

and how they work are covered in this article. 

A group of classification algorithms built on the 

Bayes' Theorem are known as naive Bayes 

classifiers. It is a family of algorithms rather than a 

single method, and they are all based on the idea 

that every pair of features being classified is 

independent of the other. 

The data was developed based on three different 

sorts of attacks. Based on counting-based, time-

based, and context-based attacks, the user develops 

a reputation. The suggested method makes it 

possible to assess each user's reliability by keeping 

an eye on how they interact with one another on the 

network 

 

 
Figure 6. Classifying User Phone Call Behavior 
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VI. Result and discussion 
The findings and analyses from this 

research project are presented in this section. The 

time it took to develop the BayesNet model was 

0.04 seconds, the Naive Bayes model was built in 

0.01 seconds, the Naive Bayes Multinomial Text 

model was built in 0 seconds, and the Naive Bayes 

Updateable model was built in 0 seconds, according 

to the table below. 

 

Table1:  Accuracy of  the Classifier 

SN Name of the Classifier Accuracy 

1 NaiveBayes 94.70 % 

2 NaiveBayesMultinomialText 84.76% 

3 BayesNet 94.67% 

4 NaiveBayesUpdateable 94.70% 

5 Gaussian Naive Bayes model 95% 

 

VII. Conclusion 
A straightforward and adaptable classifier 

is the Naive Bayes algorithm. The Naive Bayes 

classifier performs exceptionally well for huge 

datasets since computation costs are low. In terms 

of performance, the Naive Bayes classifier 

outperforms several other classifiers. The Naive 

Bayes classifier's fundamental assumption of 

feature independence is one of its main flaws. 

Features in actual datasets are rarely independent in 

practice. The Naive Bayes classifier is extremely 

helpful in the initial interpretation of the data, 

despite its flaw. Our experimental findings 

demonstrate that the suggested trust model can 

identify the malicious entities' strategies for three 

common attacks: counting-based, time-based, and 

context-based. Furthermore, unlike the usual 

approach, which uses simply the global score as a 

measure of trustworthiness, the suggested trust 

model learns such strategies as soon as they 

emerge. Additionally, the recommenders—which 

are also utilized to accomplish faster and more 

accurate trust evaluation—resolve the issue of the 

trust evaluation at the initial interaction. By 

comparing the Naive Bayes Updateable classifier 

to existing Bayes classifier models, this research 

effort suggests the proposed model. 
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