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ABSTRACT 
It is all due to the advancement in Computer Vision and Deep Learning that it becomes possible to detect road 

track from images during the process of self-driving. But unfortunately, there have been multiple safety failures 

that have been observed in difficult road conditions, using the techniques that are available. The detection of 

Lane in real-time is a major concern. There are various challenges involved like over lighting, sharp-turned 

roads, and different road environments. So, we have proposed a methodology that uses the advantages of the 

various methods that have been used so far, to get more accurate results of lane detection even in difficult road 

conditions. The Work presented in this paper aims to address the problem of Road Lane Detection automatically 

for self-driving cars by using a single step segmentation and a convolutional neural network to predict the 

position of Roads from image datasets. The proposed methods can be used for steering suggestions and road lane 

guidance.   
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I. INTRODUCTION 
An accident can occur within a fraction of 

second due to driver’s drowsiness or inattention. 

After a stressful and tiring day at work or during the 

course of a long drive from a holiday; drivers tend to 

drowse resulting in accidents. To reduce the 

increasing mortality rates due to traffic accidents, an 

automated lane detection system could be used to 

guide the vehicle. Many research groups have been 

working on intelligent vehicle systems to assist the 

driver, to avoid crashes or to control the car 

autonomously.  

We now have a huge advancement in 

computer vision and deep learning due to which it 

has become possible to detect road track during the 

process of self-driving. But we still face various 

challenges such as different lighting conditions 

(sunny v/s cloudy), Non-Lambertian surfaces 

(reflectance and transparency) and different road 

environments. 

Despite the challenges faced in the self-

driving car, it is still an active area of research. 

Numerous approaches have been proposed over the 

years. In traditional systems, Road Lane Detection is 

one of the main concerns in the application of many 

self-driving car engineers. 

Detection of lanes is the foundation of 

advanced driver assistance systems(ADASs) such as 

lane departure warning system(LDWS) and lane 

keeping assistance system(LKAS). Most current 

mature lane assistance products use vision-based 

techniques as the lane markings are painted. These 

techniques prevent the driver from making 

unintended lane changes. These techniques are 

commonly designed based on image processing 

techniques with the development of high speed 

computing devices  and advanced machine learning 

theories like deep learning, lane detection problems 

can be solved in an efficient fashion using an end-to-

end detection procedure.[21] 

In many intelligent transport systems, lane 

detection is an important element. In this paper we 

compare different lane detection techniques to find 

the limitation in each of the lane detection 

techniques. The different techniques being tested are  

hough transform and filters, H-maxima and  

improved hough transform and most of the 

techniques here are quite inaccurate.  And the 

conclusion being, in the near future, one can modify 
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the existing Hough Transformation so that it can 

measure both the curved and straight roads.[23]   

Human-factors research is merging with 

intelligent-vehicle technology to create a new 

generation of driver-assistance systems that go 

beyond automated control systems by attempting to 

work in harmony with a human operator. Lane-

position determination is an important component of 

these new applications. 

 

 
Figure 1(a) Structured Lane as Input. 

 

 
Figure 1(b) Output Image showing Detected Lane 

 

With such a wide variety of system 

objectives, it is important that we examine how lane 

position is detected and measure performance with 

relevant metrics in a variety of environmental 

conditions.The VioLET system introduces steerable 

filters to the lanedetection-and-tracking problem by 

allowing greater robustness to complex shadowing 

and lighting changes, while at the same time 

maintaining a computational simplicity necessary for 

fast implementations.[20] 

Many approaches can be used for edge 

detection to help road lane detection: Sobel, 

Laplacian, and Canny detectors. Sobel edge detection 

takes advantage of gradient magnitude with the 

greatest rate’s change in the light intensity. The 

Canny detector, however, goes one step further by 

applying the Gaussian filter and the Non-Maximum 

Suppression (NMS) and thresholds the range under 

such circumstances. robust lane recognition in 

adverse weather is required. Lane detection mainly 

uses vision sensors. 

Recently a sensor-based study showed to 

divide the image into five zones, finds the vanishing 

point in each zone, and expresses the steep curve and 

the continuous curve with the vanishing points which 

fuses with other sensors to increase the recognition 

rate of the lane. Researchers conducted self-driving 

by using a camera and a laser to determine the 

travelable area of the vehicle, but the laser was not 

used for lane detection. 

Computer Vision is one of the areas of 

Artificial Intelligence where information is extracted 

out of images. With vast demands and expectations 

of people towards this field, it is rising beyond 

beliefs: from object detection, pattern recognition, 

action recognition, automatic guidance, and so on. 

Many papers have been published about it, especially 

in Convolutional Neural Network (CNN) and Deep 

Learning.  

CNN methods have largely been exploited 

in various fields such as machine learning, image 

processing, video analysis, natural language 

processing and much more. CNN methods are mainly 

used for object detection and automation based on 

images/videos. Convolutional networks are powerful 

because of their ability to transform small local 

image patches into higher-level feature 

representations. Having such a model that provides 

information about universal features that are familiar 

to any road environment can result in a more robust 

and general-purpose detection. 

 An example of a safety failure is the 2016 

Tesla auto-pilot accident, wherein the sensors of the 

vehicle were blinded by the sun and misinterpreted 

the trailer of a truck as free road thereby failing to 

recognize the truck coming from the opposite lane, 

leading to the crash. This incident highlighted that 

further research and testing are necessary. 

We use Canny detector, which is a multi-

staged algorithm for the detection of edges with its 

multiple advantages which completely gets the image 

ready for CNN. As the Gaussian filters remove the 

noise in the image it gives good localization as well 

and immune to noise in an image. In the paper there 

is also CNN being used having multiple advantages. 

It can detect features without supervision of a human 

and is being able to learn the features of the lane 

image and predict it accurately. 

The paper is organised as follows: Section I 

is a brief introduction to the paper, Section II is the 

literature study of related papers for better 

understanding of the concept, Section III is the 

proposed methodology for our work and Section IV 
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is the conclusion and future work possible and 

Section V are the references made for the study.  

 

II. Related work 
2.1 Domain Specific Approaches 

a) Hough Transform 

The Hough transform is a technique which 

can be used to isolate features of a particular shape 

within an image. The classical Hough transform is 

most commonly used for the detection of regular 

curves such as lines, circles, 

ellipses, etc. A generalized Hough transform can be 

employed in applications where a simple analytic 

description of a feature(s) is not possible. The main 

advantage of the Hough transform technique is that it 

is tolerant of gaps in feature boundary descriptions 

and is relatively unaffected by image noise. 

 

b) ADAM Optimization Algorithm 

The Adaptive Moment Estimation or Adam 

optimization algorithm is one of those algorithms that 

works well across a wide range of deep learning 

architectures. The Adam optimization algorithm is a 

combination of gradient descent with 

momentum and  RMSprop algorithms. 

Some advantages of Adam include: 

i) Relatively low memory requirements (though 

higher than gradient descent and gradient descent 

with momentum). 

ii) Usually works well even with a little tuning of 

hyperparameters (except alpha). 

How it works: 

First, it calculates an exponentially weighted 

average of past gradients, and stores it in 

variables VdW and Vdb (before bias correction), 

and VdWcorrected and Vdbcorrected (with bias 

correction).Then it calculates an exponentially 

weighted average of the squares of the past gradients, 

and stores it in variables SdW and Sdb (before bias 

correction), and SdWcorrected and 

Sdbcorrected (with bias correction). Finally updates 

parameters in a direction based on combining 

information from “1” and “2”. 

 

c) RANSAC Algorithm 

The RANSAC algorithm is an algorithm for 

robust fitting of models in the presence of many data 

outliers. It is an iterative method to estimate 

parameters of a mathematical model from a set of 

observed data that contains outliers. So, it also can be 

interpreted as an outlier detection method. It is a non-

deterministic algorithm in the sense that it produces a 

reasonable result only with a certain probability, with 

this probability increasing as more iterations are 

allowed. 

The RANSAC algorithm is a learning 

technique to estimate parameters of a model by 

random sampling of observed data. The RANSAC 

algorithm is essentially composed of two steps that 

are iteratively repeated: 

i) A sample subset containing minimal data items is 

randomly selected from the input dataset. A fitting 

model and the corresponding model parameters are 

computed using only the elements of this sample 

subset. The cardinality of the sample subset is the 

smallest sufficient to determine the model 

parameters. 

ii) Then the algorithm checks which elements of the 

entire dataset are consistent with the model 

instantiated by the estimated model parameters 

obtained from the first step. A data element will be 

considered as an outlier if it does not fit the fitting 

model instantiated by the set of estimated model 

parameters within some error threshold that defines 

the maximum deviation attributable to the effect of 

noise. 

 

d) CNN 

Convolutional Neural Networks (CNN) is 

one of the variants of neural networks used heavily in 

the field of Computer Vision. It derives its name 

from the type of hidden layers it consists of. The 

hidden layers of a CNN typically consist of 

convolutional layers, pooling layers, fully connected 

layers, and normalization layers. Convolution and 

pooling functions are used as activation functions.  

CNN's are regularized versions of multi-

layer perceptron’s. Multilayer perceptron typically 

means connected networks, that is, every vegetative 

cell in one layer is connected to all or any neurons 

within the next layer. The "fully-connectedness" of 

those networks makes them vulnerable to overfitting 

knowledge. Typical ways of regularization embrace 

adding some kind of magnitude measurements of 

weights to the loss function. However, CNN's take a 

unique approach towards regularization: they take 

advantage of the hierarchical pattern in knowledge 

and assemble more complicated patterns using 

smaller and easier patterns. Therefore, on the 

dimensions of connectedness and complexness, 

CNNs are on the lower extremity. 

 

CNN is composed of two major parts: 

i) Feature Extraction 

In this part, the network will perform a 

series of convolutions and pooling operations during 

which the features are detected. If you had a picture 

of a zebra, this is the part where the network would 

recognize its stripes, two ears, and four legs. 

 

ii) Classification 

Here, the fully connected layers will serve as a 

classifier on top of these extracted features. They will 

https://engmrk.com/gradient-descent-with-momentum/
https://engmrk.com/gradient-descent-with-momentum/
https://engmrk.com/gradient-descent-with-momentum/
https://engmrk.com/rmsprop/
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assign a probability for the object on the image being 

what the algorithm predicts it is. 

When programming a CNN, each 

convolutional layer within the network should have 

the following attributes: 

Input is a Tensor with shape. 

(number of images) X (image width) X (image 

depth). 

Each convolutional neuron calculates data only for its 

receptive field. 

 

e) FCN 

A fully convolutional network (FCN) uses a 

convolutional neural network to transform image 

pixels to pixel categories. Unlike the CNN, an FCN 

transforms the height and width of the intermediate 

layer feature map back to the size of input image 

through the transposed convolution layer, so that the 

predictions have a one-to-one correspondence with 

input image in spatial dimension (height and width). 

Given a position on the spatial dimension, the output 

of the channel dimension will be a category 

prediction of the pixel corresponding to the location. 

 

AlexNet Architecture 

CNNs had always been the go-to model for 

object recognition. They don’t experience overfitting 

at any alarming scales when being used on millions 

of images. Their performance is almost identical to 

standard feedforward neural networks of the same 

size. The only problem is that they’re hard to apply to 

high resolution images. At the ImageNet scale, there 

needed to be an innovation that would be optimized 

for GPUs and cut down on training times while 

improving performance. Then came AlexNet.The 

architecture of AlexNet consists of eight layers: five 

convolutional layers and three fully-connected layers. 

Following  are some of the features used that are new 

approaches to convolutional neural networks: 

i) ReLU Nonlinearity. AlexNet uses Rectified Linear 

Units (ReLU) instead of the tanh function, which was 

standard at the time. ReLU’s advantage is in training 

time; a CNN using ReLU was able to reach a 25% 

error on the CIFAR-10 dataset six times faster than a 

CNN using tanh. 

ii) Multiple GPUs. Back in the day, GPUs were still 

rolling around with 3 gigabytes of memory 

(nowadays those kinds of memory would be rookie 

numbers). This was especially bad because the 

training set had 1.2 million images. AlexNet allows 

for multi-GPU training by putting half of the model’s 

neurons on one GPU and the other half on another 

GPU. Not only does this mean that a bigger model 

can be trained, but it also cuts down on the training 

time. 

iii) Overlapping Pooling. CNNs traditionally “pool” 

outputs of neighboring groups of neurons with no 

overlapping. However, when the authors introduced 

overlap, they saw a reduction in error by about 0.5% 

and found that models with overlapping pooling 

generally find it harder to overfit. 

The Overfitting Problem. AlexNet had 60 

million parameters, a major issue in terms of 

overfitting. Two methods were employed to reduce 

overfitting: 

i) Data Augmentation. The authors used label-

preserving transformation to make their data more 

varied. Specifically, they generated image 

translations and horizontal reflections, which 

increased the training set by a factor of 2048. They 

also performed Principle Component Analysis (PCA) 

on the RGB pixel values to change the intensities of 

RGB channels, which reduced the top-1 error rate by 

more than 1%. 

ii)  Dropout. This technique consists of “turning off” 

neurons with a predetermined probability (e.g. 50%). 

This means that every iteration uses a different 

sample of the model’s parameters, which forces each 

neuron to have more robust features that can be used 

with other random neurons. However, dropout also 

increases the training time needed for the model’s 

convergence. 

 

2.2 Comparison of  Papers 

Benchmarks for autonomous driving are set. 

Histogram of the oriented gradient (HOG) is used for 

the same.194 training and 195 test image pairs at a 

resolution of 1240*376 pixels are used. Compared to 

previous datasets it is the first one with realistic non-

synthetic imaginary and accurate ground truth. 

Difficulties are faced with non-Lambertian surfaces, 

large displacements, a variety of materials, different 

lighting conditions. [1] 

The problem of autonomous driving along 

ill-defined roads using a convolutional neural 

network (CNN) has been addressed. 10 datasets 

(20880 frames) are used to train and evaluate the 

network. Comparison is done between light CNN, 

AlexNet and a 4layered feed-forward network 

architecture. AlexNet architecture provides the 

highest level of accuracy. The advantage is that it 

doesn’t depend on features such as road markings 

and is flexible to a wide range of road environments. 

A disadvantage is that the colour distributions along 

the road are not always static. [2] 

Road detection is carried out by fusing 

LIDAR point clouds and camera images. Fully 

convolutional Neural network (FCN), early and late 

fusion and Adam optimization algorithm are used for 

the same.289 training images and 290 test images 

where used. The proposed cross fusion FCN 

performed excellently with a Max F-score of 96.02%. 

LIDARs sense environment using their own emitted 

pulses of laser light and are not much affected by 
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external lighting conditions but they have a limited 

range, between 10-100mtrs and provides sparse data. 

[3] 

 To help the driver with more information 

about the object in their driving environment and 

guidance of road lane. ImageNet competition datasets 

with 1000 classes are used. Region of Interest (ROI), 

Contrast Limited Adaptive Histogram Equalization 

(CLAHE) and Gemma correction are used. Results 

are pretty accurate in highway areas. It is extremely 

sensitive to noises and increases computation 

complexity. It also gets confused between the white 

line and the sand on the edge of the road in urban 

areas. [4] 

 Lane following and obstacle detection 

capabilities for autonomous vehicles is shown in [5]. 

The input is a stream of video captured by a fisheye 

camera mounted on the vehicle. Lane detection is 

done using image processing techniques and object 

detection is done using LIDAR. The paper makes use 

of Hough Transform. The System proposed in the 

paper performs at an average speed of 10-13 frames 

per second. The difficulty is to detect lane markers on 

poor lighting conditions and shadows.  

A deep learning approach for road detection 

using LIDAR data is attempted in [6]. 289 training 

images and 290 test images are used. Adam 

optimization algorithm and FCN algorithm is used. 

The proposed method provides an accuracy of 

94.15%. It is not sensitive to environmental 

illumination. IPM makes the assumption of flat and 

obstacle-free roads which isn’t satisfied in the real 

world thereby producing images with inaccurate 

distances and road geometry. 

An alternative system for maintaining the 

position of autonomous vehicles is shown in [7] 

published by Hindawi 2016. 3methods ae used for 

long-range obstacle detection which are radar, Laser 

scanner, and computer vision. The method doesn’t 

require to have a vision of the reference element 

behind the vehicle. The algorithms are focused on 

mobile robots whose dynamic behaviour differs from 

road vehicles and their environment. 

A Robust Lane detection method is 

attempted in [8] published by springer 2014. Live 

video clips are used which contain three different 

conditions. The method uses the Gaussian smoothing 

and Hat type kernel principle, Hypothesis generation 

and verification are done. So the results generated by 

this method are most accurate as the region of 

detected lane overlaps with the target lane. Lane 

information is reinforced and surrounding noise 

suppressed for suitable lane detection. Detecting 

more than two lanes is difficult using the RANSAC 

algorithm.  

In the next paper [9] Real-time lane 

detection is attempted based on the Hyperbola Pair 

lane boundary model along with improved RANSAC 

paradigm. Image datasets of 50,000 Frames and 6 

video clips are used. The dataset used covers many 

conditions including sunny, cloudy, daytime, dusk 

night-time, solid and dust marking, straight and 

curvilinear roads, partly occupied markings and other 

traffic markings on the road. The average time for 

processing in the day is 8.32 Ms/frame while at night 

the time it takes is 7.62ms/frame. The method is 

based on pixel clustering in this operation is time-

consuming and hence the image to be processed 

cannot be large. 

 Analysis on different edge detection 

algorithms is done using Prewitt, Sobel, canny, LoG 

and Roberts. Canny performed the best but it has a 

higher execution time while Prewitt has the best 

execution time but not so good performance. Sobel is 

the best option since it has the best performance after 

canny and has less execution time. Canny edge 

detector finds the edge from the image without 

disturbing edge features by removing the noise and 

using the threshold values. At times improper object 

orientation is resulted due to discontinuous 

illumination. [10] 

To tackle the problem of visual road 

detection, 289 training images and 290 test images 

are used. The algorithm used is Conditional Random 

Field (CRF) and Spatial rays features. De-

convolutional Neural networks (DNNs) architecture 

is used. The precision of 90.87% is achieved with a 

runtime of 0.03 seconds. FCN network can deal 

arbitrarily size inputs and outputs and hence it can 

classify the whole image at once. The disadvantage is 

that the sensors are expensive and provide limited 

information about colour and texture. Also, 

illumination alters the scene's appearance. [11] 

 In the reference paper [12] published by 

Elsevier 2017, a Robust lane detection algorithm 

using restricted search space in the Hough domain is 

presented.1000 Highway road images are used. An 

algorithm such as symmetrical local threshold (SLT), 

Hough transform, Region of interest (ROI) and 

Hough accumulator is used. The results for detection 

have been 97% accurate. The algorithm may fail 

when the road border is not defined by painted lane 

marking.A Linear model is used for lane detection 

using four video sequences and 1225 frames in the 

size of 640*480 pixels.  

Hough transform and single linkage 

clustering are the algorithms used. The method has 

been 98.8%accurate. The running time for each 

frame is fairlystable but the algorithm cannot be used 

for unstructured roads. [13] 
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Reference Dataset Algorithm/ 
Architecture 

Accuracy Advantage Disadvantage 

[1] 12,000 
images with 
40,000 
objects. 

HOG. Not Accurate 
Regression: - 
Gaussian Process 
performs best. 

First one with realistic 
non-synthetic imaging 
and correct ground 
truth. 
Maintains AN up-to-date 
on-line analysis server. 

Large displacements. 
A large variety of materials. 
Consist of low-quality imagery. 
Non-Lambertian surfaces. 
Different lighting conditions. 

[2] 10 datasets 
(20880 
frames). 

L-CNN. 
AlexNet. 

AlexNet provides 
higher level accuracy. 

Does not depend on 
features such as road 
markings environments. 

Color distributions on road are 
not always static. 
Local and dynamic changes can 
reduce accuracy. 

[3] 289 training 
images and 
290 test 
images  
33 images of 
challenging 
scenes. 

FCN. 
ADAM 
optimization 
Algorithm. 
 

The Multimodal 
system provides high 
accuracy.  
Cross fusion FCN 
Performs excellent 
(Max F-score of 
96.02%). 

Sense the environment 
using their own emitted 
pulses of laser light. 
They provide accurate 
distance measurements. 
FCN reduces memory 
requirements. 
FCN can learn from the 
data itself, during the 
training process. 

LIDARs have a limited range, 
between 10 to 100m and 
provide sparse data. 
 

[4] Dataset with 
1000 classes. 

ROI. 
CLAHE. 
Gamma 
Correction. 

Accurate for Highway 
Areas. 

Computation is faster 
when edge detection 
and lane construction 
runs in parallel. 
Suitable for highway 
conditions. 
 

Extremely sensitive to noises. 
Adds more computation to the 
model. 
Sudden over 
lighting/illumination greatly 
affects the detection. 
Sharp-turned roads could lead 
to inaccurate detection. 

[5] Video 
captured by 
camera. 

Hough Transform. The average speed of 
10 to 13 frames per 
second. 

Finds an obstacle it also 
determines its position 
by calculating the 
angular range. 

Detecting lane markers on 
poor lighting conditions and 
shadows. 

[6] 289 Training 
Images  
290 Test 
Images. 

Adam 
optimization 
algorithm. 
FCN. 

Point cloud with a 
precision of 94.15%. 

It is designed to cover a 
vast receptive field and 
to prepare high-
resolution feature maps. 
Improve segmentation 
accuracy. 

False-positive detection and 
boundary between road and 
sidewalk was not sharp. 
 

[7] - An algorithm 
based on vehicle 
dynamics 
mathematical 
model. 

- The method doesn't 
require tensor to have 
vision of the reference 
element behind the 
vehicle. 
The method does not 
require absolute 
positioning or landmarks 
in the infrastructure. 

This algorithm's are focused on 
mobile robots whose dynamic 
behavior differs from road 
vehicles and its environment. 

[8] Live video 
clips. 

Gaussian 
smoothing. 
Hat type kernel 
Principle. 

More than half of the 
region detected over 
target lane are 
accurate. 

Reinforce the lane 
information and 
suppress the 
surrounding noise 
information for suitable 
lane detection. 

Detecting more than two lines. 
Shift of a lane between two 
frames is too big. 
Shift of vanishing point 
determine by the left and right 
line is too big. 

[9] Image 
dataset of 
50,000 
frames and 6 
video clips. 

RANSAC paradigm 
algorithm. 

Avg Daytime 8.32 MS 
/ frame. 
Avg nighttime 7.62 
MS / frame. 

Can detect lane in 
different conditions such 
as sunny and cloudy, 
daytime, dusk and 
nighttime. 

Based on pixel clustering and 
area: 
This operation is time 
consuming hence the image to 
be processed cannot be large. 
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Table 01: Literature Survey 

  

Road detection is done from a single image 

wherein the road may not be well-paved or 

havedelineated edges or some a priory is known 

color or texture distribution.1003 images which  

include 300 images from well-paved roads 

with painted markers, 430 desert images and of the 

rest images corresponding to the rural roads that have 

no painted lines. Gabor filters, locally soft adaptive 

voting and color based segmentation is used. The 

results are 90% accurate and can be used in terrains 

where there are no structured roads. The use of Gabor 

filters helps in determining the texture of the roads 

quickly. The disadvantage is that the Algorithm is not 

very precise. [14] 

 

 

Lane detection and tracking are attempted 

with RANSAC and Kalman filters which help to 

smoothen the output of the lane tracker. Video is  

captured in VGA resolution at 30FPS. A RANSAC 

algorithm robustly fits a model through the most 

probable dataset or inliers like rejecting outliers. The 

accuracy at isolated places is 99.08% and in the 

highway region, it is 98.34%. Despite noisy 

measurement, the Kalman filter recursively estimates 

the dynamics of the state vector. A missed detection 

occurs when no estimate is presented despite a 

relevant lane marker being visible. [15] 

 

 

 

 

[10] - Prewitt. 

Sobel. 
Canny. 

LoG. 

Roberts. 

Sobel has the best 

performance after 
canny, has a less 

execution time. 

Canny edge detector 

finds the edge from the 
image without disturbing 

edge features by 

removing the noise and 
using the threshold 

values. 

Improper object orientation due 

to discontinuous illumination.  
 

[11] 289 
Training 

Images 

290 Test 
Images. 

 

CRF. 
Spatial rays features. 

DNNs. 

Precision of 90.87%. 
Runtime of 0.03sec. 

Instead of patch a whole 
image can be used as 

input for FCN. 

FCN network can deal 
arbitrarily sized inputs 

and outputs hence being 

able to classify the whole 
image at once. 

Sensors are costly and provide 
confined information about 

color and texture. 

Illumination may alter the 
scene appearance. 

[12] 1000 

highway 

road 

images. 

Grey scale 

Conversion. 

Hough transform. 

ROI. 

Hough accumulator. 

Symmetrical Local 
Threshold. 

Revealing detection 

rate of more than 

97%. 

- Algorithm may fail when the 

road border is not defined by 

painted lane marking or when 

there is road marking. 

 

[13] 4 video 

sequences 
and 1225 

frames. 

Hough transform 

Single linkage 
clustering. 

98.8%. Running time for each 

frame is fairly stable. 
 

Can’t be used for unstructured 

roads. 
 

[14] 1003 
images. 

Gabor filters. 
Locally soft 

adaptive voting 

Color based 
segmentation. 

90%. Can be used in terrain 
where there are no 

structured roads. 

 Use of Gabor filters 
helps in determining 

texture quickly 

Algorithm is slow and not very 
precise. 

 

[15] Video 

captured. 

RANSAC 

algorithm. 
Hough Transform. 

IPM. 

Isolated 99.08%.   

Highway 98.34%. 
 

Despite noisy 

measurements, the 
Kalman filter recursively 

estimates the dynamics 

of the state vector. 

A missed detection 

occurs when no estimate is 
presented despite a relevant  

lane marker being visible. 

[16] 289 

Training 

Images. 
290 Test 

Images. 

HOG. 

RGB colour model. 

- The color-based 

segmentation method 

can easily get rid of the 
influence due to the 

sunlight, shadow, 

pavement, and obstacles. 

Colours should be distinct. 

[17] Dataset 
with 1000 

classes. 

Gaussian filters. 
RANSAC 

algorithm. 
 

Works at high rates 
of 50 Hz. 

Based on the top view of 
the image for inverse 

perspective mapping. 
Detect all roads in still 

pictures of urban roads. 

Can’t be used for unstructured 
roads. 
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III. METHODOLOGY 
A.   Input Images (Datasets) 

The most commonly used datasets are from 

Caltech: Washington1 with 339 images, 

Washington2 with 234 images, Cordova1 with 252 

images and Cordova2 with 408 images. Another 

common dataset is CUlane dataset and Kitti Road 

dataset. In total, there are 641 images in the dataset. 

We have decided to use the later datasets with 448 

images for training our CNN model and 193 for 

testing. 

 

B.   Pre-processing 

The digital image process is that the use of 

laptop algorithms to perform an image process on 

digital pictures. As a subfield of the digital signal 

processor, the digital image process has several 

benefits over analog image process. It permits a far 

wider vary of algorithms to be applied to the 

knowledge input file. The digital image process aims 

to boost the image knowledge (features) by 

suppressing unwanted distortions and the 

improvement of some necessary image options so 

that our AI laptop vision models will take pleasure in 

this improved data to figure on. 

 

Converting to Gray Scale Image 

Taking a mean of 3 colors. Since its 

associate RGB image,thus it means you've got extra r 

with g with b and so divide it by three to urge your 

required grayscale image.  

 

Segmentation - Canny Edge Detection 

Image segmentation is partitioning of the 

digital image into multiple segments which include 

super-pixels. The reason for segmentation is to 

simplify and change the representation of an image 

into something more meaningful and easier to 

analyze. The use of Image Segmentation is to locate 

objects and boundaries such as curves and lines in 

images. The process of assigning labels to each pixel 

in an image such that pixels with the same label share 

certain characteristics is called image segmentation. 

Canny Edge Detection algorithm  

It can be divided into 5 different steps:- 

1.)    Apply the Gaussian filter to smooth the image 

in order to remove the noise. 

2.)    Find the intensity gradients of the image. 

3.)   Apply non-maximum suppression to induce 

elimination for a spurious response to edge detection. 

4.)    Apply double threshold to determine potential 

edges. 

5.)    Track edge hysteresis: Finalize the detection of 

edges by suppressing all the other edges that are 

weak and not connected to strong edges. 

Feature Extraction - Region of Interest 

It is typically of interest to method one sub-

region of a picture, going to different regions 

unchanged. This is often unremarkably observed as a 

region-of-interest (ROI) process. Image sub-regions 

could also be handily such by mistreatment 

Mathematical Graphics primitives, like purpose, 

Line, Circle, Polygon, or just as a listing of vertex 

positions. 

A region of interest (ROI) may be a portion 

of a picture that you simply need to filter or perform 

another operation on. You outline associate ROI by 

making a binary mask that may be a binary image 

that's identical size because the image you wish to 

method with pixels that outline the ROI set to one 

and every one different pixels set to zero. 

 

C.   Classification - Convolutional Neural Network 

(CNN) 

CNN's are regularized versions of multi-

layer perceptron’s. Multilayer perceptron typically 

means connected networks, that is, every vegetative 

cell in one layer is connected to all or any neurons 

within the next layer. The "fully-connectedness" of 

those networks makes them vulnerable to overfitting 

knowledge. 

Typical ways of regularization embrace 

adding some kind of magnitude measurements of 

weights to the loss function. However, CNN's take a 

unique approach towards regularization: they take 

advantage of the hierarchical pattern in knowledge 

and assemble more complicated patterns using 

smaller and easier patterns. Therefore, on the 

dimensions of connectedness and complexness, 

CNNs are on the lower extremity. 

The three main layers for building the 

convolutional network architecture are:  

i) Convolutional Layer 

A CNN consists of an input and output layer along 

with multiple hidden layers which typically consist of 

a series of convolutional layers that convolve with 

multiplication or other dot product. 

 

ii) Pooling Layer 

The purpose of the pooling layer is to reduce the 

spatial size of the image to reduce the number of 

parameters and computation in the network 

progressively. 

iii) Fully Connected Layer 

The output layer in CNN is Fully Connected where 

the input from the other layers is flattened and sent so 

as to transform the output into the number of classes 

as desired by the network. 

Algorithm Steps For CNN Classifier:    

i) Data Acquisition 

Preprocessed output is given as input to the CNN 

Classifier. 

i) Data Preprocessing 
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The input is preprocessed further to get the images 

ready for classification. This is done in the Feature 

Extraction part, i.e. in the Convolution and Pooling 

Layers.  

ii) CNN Classification  

The final classification of the image into the desired 

classes is cone in the last layer, i.e. in the 

classification part consisting of the Fully Connected 

Layer. 

 
Figure 3: Layers Of CNN 

 

IV. CONCLUSION AND FUTURE WORK 
According to the survey images have to be 

converted into grayscale for easier processing. 

Median Filtering performs best for removing salt and 

pepper noise. 

Optimal Thresholding for segmentation and 

Canny detector for Edge Detection proved to be the 

best.CNN seemed fast and accurate for real-time lane 

detection. 

 
Figure 2: Architecture for Lane Detection of the 

System Proposed. 

 

CNN may not be easy to analyse and 

decompose into clear operational principles but they 

are free from human injected biases that sometimes 

limit the robustness and the capability of autonomous 

systems to operate in a-priori unknown conditions. 

Future work will include the implementation for 

detection of lanes for self-driving cars using CNN as 

stated in the proposed methodology . 
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