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ABSTRACT 
In paired sample case for location problem usually paired sample t test is more preferred provided the parent 

distribution is normal. In this paper it is tried to discuss an exceptional case, that the parent distribution in non 

normal. Here Adaptive test is suggested for the particular case. An example is given here to clarify the 

discussion.  
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I. INTRODUCTION: 

  Persons involved in analysing data often 

choose a statistical procedure after having examined 

the data. For example, it is not uncommon for a 

practitioner to transform or smooth data before 

applying a normal theory test of hypothesis. Such 

two-staged analyses are termed adaptive since the 

data determine the transformation used and then the 

same data are used in the testing procedure. Many 

adaptive tests have been developed in an effort to 

improve the performance of tests of significance. We 

will consider a test of significance to be "adaptive" if 

the test procedure is modified after the data have 

been collected and examined. Adaptive tests of 

significance have several advantages over traditional 

tests. They are usually more powerful than traditional 

tests when used with linear models having long-tailed 

or skewed distributions of errors. In addition, they are 

carefully constructed so that they maintain their level 

of significance. That is, a properly constructed 

adaptive test that is designed to maintain a 

significance level of which will have a probability of 

rejection of the null hypothesis at or near when the 

null hypothesis is true. Hence, adaptive tests are 

recommended because their statistical properties are 

often superior to those of traditional tests. The 

adaptive tests have the following properties:  

1. The actual level of significance is maintained at or 

near the nominal significance level of α  

2. If the error distribution is long-tailed or skewed, 

the adaptive test is usually more powerful than the 

traditional test, sometimes much more powerful.  

3. If the error distribution is normal, there is little 

power loss compared to the traditional tests.  

4. Adaptive tests are practical. 

II. OBJECTIVE: 

In this paper it is tried to make a comparison 

between Paired t test and Adaptive test for paired 

sample data in case of Location problem using one 

example. 

 

III. TEST PROCEDURES: 
Mathematically, let d1,......,.dn .be the paired 

differences from a continuous distribution F. The di 

are naturally symmetric about a center μ. We are 

interested in testing whether this center is equal to a 

known value .Without loss of generality, we assume 

that: H0 : μ = 0 against H1 : μ  0.It’s well known that 

when the di’s follow a normal distribution, the 

optimal test is the t-test. 

 

3.1 T test:  

Let di be the difference between the measurements 

for the ith pair and let n be the number of pairs. The 

usual t test statistic is       t= 
  

 
   

   

where        is the average of the differences and s
2
 is 

the usual unbiased estimator of the variance of the 

differences. If the differences are normally 

distributed then, under the null hypothesis, the test 

statistic t will be distributed as a t distribution with n 

— 1 degrees of freedom. This test is popular because 

it is the most powerful test if the differences are 

normally distributed. 

 

3.2 Adaptive test: 

The doubling of Data: 

Let di be the difference of ith pair and let   be the 

mean of the differences. We used here an Adaptive 

one sided test of H0:     versus Ha:     ow to 
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construct a symmetric empirical distribution, we will 

double the sample differences by defining the double 

differences 

                        

    

 =                   
          

Now to determine the appropriate weights for the 

observations, we standardize them by using a robust 

estimate of the standard deviation. Let      be the 

interquartile range based on the doubled differences 

{                }. Now    
    

     
  The 

standardised values for the doubled differences are 

given by            for i= 1, 2, ..., 2n 

   Smoothing and Weighting: 

 Let ZD = {ZD,1,...,ZD,2n}. In order to get a 

smoothed cdf at a point z we have to calculate 

  
        

 

  
    

    
      

 
  

Where      is the cdf of standard normal distribution 

and h is a smoothing constant and              is 

the smoothing constant.  

 For the ith standardised observation zD,i the 

value                   is the corresponding normal 

score. The weights of Adaptive test can be calculated 

as  

 

   
                

    
    for i= 1,2,...,n 

The appropriate model for paired data is di =    , 

and the usual one sided t test is based on the test 

statistic for testing        versus         With 

the Adaptive approach we weight each observation to 

obtain the WLS model                

Substituting   
          

     and   
      . The 

transformed model can be written as 

  
    

      
 . Using OLS methods on the 

transformed data, we will get the WLS estimate of   

as 

b= 
   

   
  

   

    
    

   

 
   

   
 
   

   
  

   

 

The Adaptive test statistics is, 

t=
     

  
   

   

where s
*
=            

SSE
*
=   

   
      

    
 
   

 
    

  
   

 
    

 Example 1: 

A study is run to evaluate the effectiveness 

of an exercise program in reducing systolic blood 

pressure in patients with pre-hypertension (defined as 

a systolic blood pressure between 120-139 mmHg or 

a diastolic blood pressure between 80-89 mmHg). A 

total of 15 patients with pre-hypertension enrolled in 

the study, and their systolic blood pressures are 

measured. Each patient then participates in an 

exercise training program where they learn proper 

techniques and execution of a series of exercises. 

Patients are instructed to do the exercise program 3 

times per week for 6 weeks. After 6 weeks, systolic 

blood pressures are again measured. The data are 

shown below. 

 

Table 1: 

Patient Systolic Blood 

Pressure Before 

Exercise Program 

Systolic Blood 

Pressure After 

Exercise Program 

Difference 

(di) 

(Before-After) 

1 125 118 7 

2 132 134 -2 

3 138 130 8 

4 120 124 -4 

5 125 105 20 

6 127 130 -3 

7 136 130 6 

8 139 132 7 

9 131 123 8 

10 132 128 4 

11 135 126 9 

12 136 140 -4 

13 128 135 -7 

14 127 126 1 

15 130 132 -2 
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Set up hypotheses and determine level of 

significance. 

         H0: The median difference is zero versus 

H1: The median difference is not zero at 

α=0.05 

   
  
   =48  ,          

S
2
=1/(n-1)             

   =(1/14)              
       

=    50.3142  

S=7.093 

t= 
   

         
 

 =1.748 

Power of t test is 0.9678 

 

The calculated IQRD=12.50 

SD=9.26612 

h=1.26*(15)
-1/3 

  =0.5109 

The WLS estimate of   is 

b=0.830712/33.0572=.02513 

SSE=
                   

       
 

       =54.61 

S
*
=    =1.975 

Now t=
                 

       
=    0.07316 

Power of Adaptive test is .95021 

 

IV. CONCLUSION 

Since the power of t test is more than the 

Adaptive test in this particular example, so the parent 

distribution of the data assumed to be symmetric and 

hence the traditional paired t test is suitable for the 

example otherwise if the power of Adaptive test 

becomes more than the t test, we may assume that the 

parent distribution of that particular data set is not 

symmetric and accordingly the Adaptive test would 

be suitable for the data. 
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