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ABSTRACT 
In recent years, improved road safety by monitoring human factors i.e., stress, mental load, sleepiness, fatigue etc. 

of vehicle drivers has been addressed in a number of studies. Due to the individual variations and complex 

dynamic in‐vehicle environment systems that can monitor such factors of a driver while driving is challenging. 

This paper presents a drivers’ stress monitoring system based on electroencephalography (EEG) signals enabling 

individual-‐focused computational approach that can generate automatic decision. Here, a combination of 

different signal processing i.e., discrete wavelet transform, largest Lyapunov exponent (LLE) and modified 

covariance have been applied to extract key features from the EEG signals. Hybrid classification approach 

Fuzzy‐CBR (case‐based reasoning) is used for decision support. The study has focused on both long and 

short‐term temporal assessment of EEG signals enabling monitoring in different time intervals. In short time 

interval, which requires complex computations, the classification accuracy using the proposed approach is 79% 

compare to a human expert. Accuracy of EEG in developing such system is also compared with other reference 

signals e.g., Electrocardiography (ECG), Finger temperature, Skin conductance, and Respiration. The results show 

that in decision making the system can handle individual variations and provides decision in each minute time 

interval. 

Keywords: Stress, Monitoring System, Electroencephalography (EEG), Case‐Based Reasoning (CBR), Largest 

Lyapunov Exponent (LLE) 
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I. INTRODUCTION 
Monitoring vehicle drivers when they are 

exhausted with mental stress is an important feedback 

for a driver, especially to prevent accident, which 

could have large consequences both on lives and 

economical costs. Today, intelligent driver monitoring 

systems to assist drivers based on physiological sensor 

signals have drawn a lot of attention from the research 

community and industry. EEG signals contain 

important information about the mental state of the 

brain. EEG has widely been used, but not limited to, 

sleep study, epilepsy, neuroscience, and cognitive 

science [1,2]. EEG signals if processed correctly and 

efficiently have potential to facilitate advanced 

monitoring and diagnosis. EEG parameters and 

electrode positions correlated to different tasks and 

relax period are investigated in the paper [3]. The 

authors have suggested that ‘stressed’ and ‘relaxed’ 

states could be distinguished by a priori expected 

behavior (PEB) i.e., a significant difference between 

activity phases and rest period. The results of the study 

show that most of the PEB parameters are assembled 

at theta and alpha bands of the EEG signals. Also 

frontal channels mainly F3, Fz, F4 concentrate on 

these parameters. Paul D. Tyson[4] has investigated 

the alpha biofeedback for task related stress. The 

experimental results have supported the hypothesis 

that the high amplitude alpha is sensitive to the 

manipulation of contingent stress. In the paper [5], 

using the alpha symmetry method, effect of stress 

induced and binaural beats sounds on EEG alpha wave 

signal has been investigated. The authors have 

reported that for the stress induced cases alpha level 

was elevated in the right hemisphere of the brain than 

the left hemisphere. Also, the results have indicated 

that the alpha wave is significantly affected by the 

stressed induced and binaural beats sounds. In 2014, a 

study was done by Shamsul et al. [6], where the goal 

was to compare driving stress, fatigue and driving 

error between complex and monotonous driving. The 

authors have reported that the highest mean was 

observed in the theta waves compared to alpha and 

beta waves. Theta was higher in monotonous driving. 

Alpha waves mean was lowest for the monotonous and 

complex driving. Moreover, driving errors were 

measured using RORI (number of running‐of‐the road) 

and LSV (Large Speed variation). Both RORI and 

LAS were higher during complex driving. Further, 

stress level increased in the monotonous driving 

environment. 

A large amount of studies have been carried 

out to show that EEG signal analysis can be used to 

monitor human factors e.g., sleepiness, fatigue, 

inattention, and mental load, etc. [7‐11] in driving 
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situations. However, while collecting and analyzing 

the in‐vehicle data there are several challenges for 

instance, light variations, motions, vibrations, 

individual variation, and time period for monitoring 

etc. Additionally, EEG signals are often contaminated 

with artifacts that could mislead the diagnosis result. 

Therefore, it is important to remove artifacts from the 

EEG signals. Here EEG artifacts refer to the 

physiological signals other than the brain activity, such 

as muscle and ocular signals that contaminate the EEG 

signals [12,13]. The mental state can be classified 

using the alpha, beta, theta, and delta rhythm of the 

EEG power spectrum. During stress situations i.e., 

when mental concentration and focus become difficult 

beta waves are highly visible and in relaxed situations 

alpha waves activates. Theta is visible in drowsiness 

and delta waves are seen in deep sleep. Wavelet is one 

of the most popular methods, which has been used in 

various studies for EEG signal analysis [14‐20]. 

Chaotic dynamics of EEG signals have been analyzed 

to assess mental load in the paper [21]. Largest 

Lyapunov exponent (LLE), fractal dimension, and 

attractor pot are used to examine the chaotic 

characteristics of the EEG signal during mental load 

condition. In the aforementioned study, the authors get 

positive value of LLE for all task conditions. However, 

they failed to evaluate mental load from the LLE 

values. Again, different mental states have been 

classified using the LLE in[22]. Four different mental 

states namely normal, people subjected to music of his 

choice (two types of music), and under reflexological 

stimulation are considered in that study. The results 

shown that the measures are significantly lower in 

reflexological stimulation than in the other conditions. 

In several studies, for example, Elif and her colleagues 

[23‐26] have extracted features using LLE for EEG 

signal classification. 

In this paper, we focus mainly on two of the 

challenges that are: a) individual-‐focused decision 

support and b) short‐term (1 minute interval) 

monitoring of in‐vehicle driver stress based on EEG 

signals. The study includes EEG data collection in lab 

settings and in real road driving. Other physiological 

sensor signals e.g., Electrocardiography (ECG), Finger 

temperature, Skin conductance, and Respiration are 

also collected as reference. An expert who has more 

than 20 years of experience as a researcher and 

clinician in the stress domain classified these reference 

signals as ‘stress’ or ‘healthy’ for each test subject. 

The proposed system works in 3 phases: 

1) Artifact handling: in order to handle EEG 

artifacts, Independent Component Analysis (ICA) 

[27,28] has been applied in the first step. Later, 

double‐density wavelet denoising [29‐31] has 

been applied to the independent components (ICs) 

of the ICA. 

2) Feature extraction: modified co‐variance, largest 

Lyapunov exponent (LLE), and wavelet transform 

have been applied to extract features in both time 

and frequency domain from the EEG signals. 

3) Classification: two Case‐Based 

Reasoning (CBR) classification schemes has been 

proposed in this study. Here, extracted features from 

phase 2 are used inone classification scheme and the 

other is applying fuzzification based case 

representation and classification. The two‐ 
classification schemes and the fuzzification support to 

classify each minute LLE value, allowing short 

interval unsupervised (without any human expert’s 

classification) data analysis and classification. 

The rest of the paper is organized as follows: 

Section 2 presents related work. Section 3, presents 

concept of the proposed system. Section 4, describes 

the study design. Section 5 presents the materials and 

methods where signal preprocessing, feature extraction 

and case representation for CBR are discussed. Section 

6, discusses the results and experimental work. 

Finally, Section 7 ends with a discussion. 

 

II. RELATED WORK 
A large variety of methods such as statistical, 

machine learning have been used for clustering and 

classification of EEG data in different types of projects 

for stress and mental load. Saidatul et al. [32] have 

presented the anatomy of stress, correlation between 

stress and EEG signals, and EEG signal processing 

including feature extraction and classification. It has 

also found in the experiment that alpha activity 

reduces while the level of stress increases. Different 

mental tasks have been classified using ANN in [33]. 

Here, EEG signals are recorded while performing three 

mental tasks i.e., imagination of left hand movement, 

right hand movement and word generation. EEG signal 

classification approach has been proposed in[34] using 

Dempster–Shafer (D‐S) theory and K‐Nearest 

Neighbor (KNN) classifier. In the study, to obtain 

EEG recordings, five different metal tasks have been 

performed.Here, the authors have compared three 

different KNN classifiers namely, voting KNN, 

distance weighted KNN, and KNN classifier based on 

D‐S evidence theory. The results have shown that the 

D‐S theory based KNN classifier has achieved higher 

classification accuracy than the other two. In our 

recent work in Begum S. et al. [35] a CRB system to 

classify EEG signals using Multivariate Multiscale 

Entropy Analysis (MMSE) algorithm and EEG band 

power has been presented. The results shown that 

MMSE‐CBR approach could correctly classified 

stressed and healthy cases up to 84%.  

Artificial intelligence and Statistical methods 

have also been applied in a simulator-‐based study in 

2005, [36] here the drivers have exposed to a drifting-

‐task in a simulator. Here, the performances have 

measured by a moving‐average of the lane position 

deviation. Another article [37] has also proposed a 

driver’s fatigue recognition model based on D‐S 
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evidence theory. The authors have reported that most 

of the driver’s fatigue recognition methods are based 

either on features obtained from visual observation 

such as eye movement, head movement, and facial 

expression or non‐visual aspects of features such as 

heart rate, ECG and EEG. The approach of considering 

one aspect of features is not completely reliable and 

therefore, the authors have suggested that fatigue 

recognition could be more accurate when it combines 

multiple sources of information about driver context, 

situation, goals and preferences. Systems using other 

physiological signal based approaches have been 

proposed in various studies. Reisman [38] has 

discussed about methods for measuring physiological 

stress using HRV, blood volume plus, and finger 

temperature. In the paper [39] a fuzzy c‐means 

algorithm has been proposed using ECG, EMG, skin 

conductance and respiration signal. Shahina et al., 

have proposed CBR classification approach for stress 

diagnosis using HRV and finger temperature [40‐42]. 

Table 1 presents studies using EEG signal for driver 

monitoring. N/A indicates missing values in the table. 

 

Table 1: Mental state monitoring in driving situation using different algorithms based on EEG signal 

 

 
 

However, as the study indicates, EEG signal 

classification algorithms for in‐vehicle stress 

monitoring is limited. Simulator and lab study is 

common as a data collection procedure as shown in 

table 1. Majority of the study use statistical analysis to 

show a correlation between stress and EEG signal. 

The proposed system applies signal 

processing and artificial intelligence algorithms in real 

road EEG driving data to monitor in-‐vehicle stress. 

Further, it will provide individual-‐focused solutions 

in a short time interval. We previously have developed 

stress diagnosis systems using other physiological 

sensor signals e.g., ECG, Respiration, Skin 

conductance and finger temperature [41,42], however, 

since EEG is one of the most reliable sensor for 

measuring several other human factors e.g., sleepiness, 

fatigue, cognitive load it is interesting to investigate 

the usefulness of EEG signal in this domain 

[44,45,15,58].  

This can be useful to develop a system that 

fuses several sensors information to provide more 

robust solution. To our knowledge, system with such 

functionalities using EEG is limited and this will help 



Shahina Begum. Int. Journal of Engineering Research and Application                            www.ijera.com 

ISSN : 2248-9622, Vol. 7, Issue 7, ( Part -9) July 2017, pp.55-71 

 

 
www.ijera.com                                       DOI: 10.9790/9622-0707095571                                        58 | P a g e  

 
 
 
 

to advance the development of monitoring systems’ 

using EEG signal. 

 

III. OVERVIEW OF IN‐VEHICLE STRESS 

MONITORING 

An overview of the proposed driver 

monitoring system based on the EEG signal is 

presented in Figure 1. Several major steps considered 

here are: data acquisition, artifact handling, feature 

extraction and decision support. 

 

Data Acquisition 

Since psychological and behavioural 

conditions/status that reflect in physiological sensor 

signals are so personalized individual profiling is 

therefore an important issue here. Therefore, the first 

stage of the data collection is to define a standard 

protocol in the lab settings to establish an individual 

profile. We followed a 15 minutes protocol that is used 

for clinical stress measurement. The protocol is 

described in details in [40]. After profiling, for each 

individual, data have been collected in a real‐driving 

situation. Along with sensor data contextual 

information e.g., age, sex, health condition, medication 

etc. about test subjects have also been collected during 

this phase. Before the study all the participants sign a 

letter of consent to agree with the test conditions. The 

reference physiological parameters e.g., ECG, 

Respiration, FT and Skin Conductance etc. are 

collected and considered for the system’s evaluation. 

Figure 1: An overview of the proposed driver monitoring system based on EEG signal 

 

Artifact Handling 

EEG is one of the complex sensor 

measurements and could easily be contaminated with 

unwanted data for instance, interference from 

electronic equipment, movements, light, muscle and 

ocular artifacts etc. This is even more obvious in 

movement environment such as in driving situation. 

But, data without handling these artifacts could 

mislead the analysis result. Algorithms i.e., ICA and 

Wavelet Denoising are used here for automatic 

handling of artifacts from the EEG sensor signals. 

 

Feature Extraction 

After artifact handling, the next step is to 

extract important features fromthe EEG signal that 

represents the signal. It is usually a promising task to 

find out key features from a physiological sensor 

signal. However, due to underlying complexity of the 

signal feature extraction from EEG signal is difficult. 

So, a number of approaches namely, discrete wavelet 

transform, Largest Lyapunov Exponent (LLE) and 

modified covariance have been investigated to extract 

quantitative features from the collected EEG signal. 

Finally, 14 features are extracted to formulate cases in 

the proposed CBR system. 

Lyapunov exponent is a measure that is used 

to quantify the rate of separation between two 

neighboring trajectories. In another words, it defines 

the average rate of divergence or convergence of two 

neighboring trajectories. It is useful for distinguishing 

numerous orbits based upon their orientations in the 

initial conditions. It has been applied to determine the 
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chaotic characteristics of the dynamical systems. A 

system with chaotic characteristics shows aperiodic 

dynamics because the phase space trajectories, that is 

closely identical in the initial states become separate 

from each other at an exponential rate by the 

Lyapunov exponent. Positive Lyapunov exponent 

denotes the chaos in a system and shows that 

neighboring points with infinitesimal differences at the 

initial state shortly become separated from each other 

in the i‐th direction. The modified covariance is a 

parametric method and it works on minimizing the 

forward and backward prediction errors. Modified 

covariance gives high resolution for short data records 

and it has ability to extract frequencies from more pure 

sinusoids. It also produces sharpest peaks. From data it 

can identify sinusoid components. In the paper [59,60] 

features are extracted from EEG signals using 

modified covariance method and suggested that the 

features obtained from the modified covariance 

method is better than using eigenvector method such 

as Pisarenko and Multiple Signal Classification 

methods. 

 

Decision Support 

Here, decision has been presented in two 

different ways: one considering the long time duration 

[5 mins] i.e., overall status of the subject and another is 

short time interval [1 min] i.e., detail monitoring 

information. The advantage of the CBR system is that 

the system can learn according to user’s profile and 

provide a individual focused solution. So, here the 

after feature extraction, profile data is taken as input to 

the CBR system. It provides outcome that is more 

transparent enabling explanation of the solution and 

weight values for the features presents the importance 

of each feature. The system provides decision in a list 

of possible solutions according to their similarity 

value. The system can alert in severe situations, if 

necessary. 

In this paper, CBR [61‐65] and Fuzzification 

[40,66,67] has been applied to facilitate 

decision‐making. Retrieval of similar past cases to 

solve the current problem is the first step of the 

system. The cases are represented using features 

extracted from the 3 different methods and 

fuzzification of six LLE features. The evaluation of the 

system has been done in comparison with a human 

expert who has more than 20 years of experience in 

stress domain as a physician and researcher. The 

signals are classified as Stressed or Relaxed 

considering the full‐length signal recording based on 

the other reference parameters i.e., ECG, respiration, 

heart rate variability, finger temperature, skin 

conductance etc. 

In CBR, a case library is created based on 

expert knowledge. So, it can learn based on expert's 

knowledge using EEG features from three different 

algorithms. Another, artificial case library is developed 

learning from expert’s knowledge. Since, it is not 

possible for an expert to classify long time series data 

in real time situation so, the aim here is to learn from 

the expert’s knowledge to provide decision as close as 

a human expert. Therefore, a fuzzification approach 

has been introduced to develop an artificial case 

library considering expert’s knowledge. Here, each 

minute EEG features are extracted using LLE. So, six 

features from six minutes data of the two data sets i.e., 

Relaxed and Stressed are fuzzified using the triangular 

membership function. Later, for Relaxed and Stressed 

cases, the degree of membership of each LLE values 

of the real road driving dataset are also calculated 

using the triangular function. 

 

IV. STUDY DESIGN 

For this study, the data has been collected in 

two different scenarios: 

 i) lab settings and ii) real road driving  (Figure 2). 

 

 
Figure 2: Data collection in real road 
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In this study, the data were collected from 

eight individuals (healthy and medication free) aged 

between 26‐50. Among the participants, seven were 

male and one was female subject. Here, four of the 

participants had more than 10 years ofdriving 

experienced, three of them had approximately five 

years of driving experience and three were novice 

drivers. All the participants were informed about the 

experimental setup before the data collection and 

contextual data such as age, sleeping duration at night 

before the data collection, medication driving 

experience etc., had been collected. These contextual 

information were used by the expert to classify the 

individuals. Here, Airpass and C2 devices were used 

along with the cStress
1
 software to collect the data. 

Five sensor signals i.e. heart rate (HR), finger 

temperature (FT), respiration rate (RR), CO2, and 

oxygen saturation (SPO2) were recorded, where 

Airpass device was used for RR, CO2, and SPO2 

signals and C2 device was used for HR, and FT. EEG 

signal were collected using the NeXus‐10 Mark II, 

the device communicates wirelessly in real-‐ time. In 

the EEG data collection the 10‐20 systems was used 

for electrode placement [68]. The electrodes were 

placed at the locations Fp1, Fp2, Cz (ground), A1 and 

A2 (references). The EEG data were recorded at a 

sample rate of 256Hz. Then the data were filtered 

using a 1‐45 band pass filter. The data collection was 

carried out in two steps. The first step is, 

psychophysiological stress profile (PSP) the second 

step is a real road driving. In the real road driving, the 

selected route was in the central area of the city with a 

busy traffic and the distance was approximately 3.5 

km. The drivers drove from a start point to a specific 

end point than 30 seconds break, and drove back again 

to the start point. Therefore, we obtained two driving 

sessions data for each of the driver. The data were 

collected between 3:30 PM and 4:30 PM in the 

evening during the office hour. This time was selected 

because of assessing stress level in heavy road traffic. 

A five minute time constrain was imposed for each 

driving session and after the four minutes in every ten 

seconds interval drivers’ were informed about the time 

left to reach the destination. 

 

V. METHODS AND APPROACHES 
In this paper, the recorded EEG signals are 

pre‐processed and then artifacts are handled in two 

steps: first, the Independent Component Analysis 

(ICA) [27,28] has been applied and later 

double‐density wavelet denoising [29‐31] is 

performed on the independent components that are 

obtained from ICA. ICA is the most common method 

that has been applied for artifacts handling in EEG 

signal. However, one of the drawbacks with ICA is 

that it needs visual inspection to extract artificial 

components. Therefore, Wavelet denoising has been 

combined with ICA to suppress artifacts from the EEG 

signals [69‐72]. 

 

Feature Extraction and Case Representation 

Feature extraction is one of the major tasks in 

this project. Several algorithms have been applied to 

extract important features from the collected EEG 

signals. Here, discrete wavelet transform (DWT) is 

used to calculate the Four frequency bands, Largest 

Lyapunov exponent (LLE) calculates each minute 

EEG signal and give the exponential value as features 

and Modified co‐variance is applied to calculate the 

statistical features such as, maximum, minimum, 

standard deviation, and average. 

 

Discrete wavelet transform (DWT) 

Physiological signal such as EEG is time 

varying and has complex time-‐frequency 

characteristics. Time‐varying physiological signals are 

often analysed using the wavelet transform, which 

expends the signals into basis functions. A wavelet 

basis function ya,b t( ) is generated by dilation, 

translation and shift of a unique function called mother 

wavelet y t( ). 

ya,t t( ) =
1

a
y
t -b

a

æ

è
ç

ö

ø
÷ (1) 

 

Where, a, b are the scaling dilation and 

transition parameters andt represents time. Wavelet 

length and oscillatory frequency are determined by 

dilation parameter, and shifting position decides by the 

translation parameter. EEG waveforms can be 

classified into several rhythmic frequencies that are 

influenced by the mental states. The four frequency 

bands that are frequently used for stress and mental 

load classification are alpha (8‐12 Hz), beta (13‐30 

Hz), theta (4‐8 Hz), and delta (0‐4 Hz). Here, the 

 EEG signals are decomposed using the 

Daubechies wavelet family function (‘db4’) and then 

the power spectral density (PSD) is calculated for each 

of these four-‐frequency bands. Since sample rate of 

the EEG signals is 256 Hz, level‐6 decomposition is 

applied here. 

 

Largest Lyapunov exponent (LLE) EEG signal 

recorded from one site of the brain is associated with 

the co‐called embedding phase space. EEG data 

x t( )of duration T can be defined by the vector xi in 

the phase space as shown in Eq. (2) 

xi = x ti( ), x ti +t( ),......, x ti + p-1( )t( )é
ë

ù
û (2) 
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Where, p is the selected dimension of the 

embedding space, represents selected time lag 

between the components of each vector and ti  is the 

time instant within the period T - p-1( )téë ùû. 

Consider two EEG data points X0X  and 

X0 +Dx0X in a space. Also consider that these two 

points will generate an orbit in that space and the 

separation between them is DxDC . This separation 

has the form Dx X0, t( )  and will behave erratically. 

The mean exponential rate of divergence of the two 

initially close orbits is given in Eq. (3) 

LE = lim
t®¥

1

t
ln

Dx X0, t( )
DX0

 (3) 

Where, LE is the Lyapunov exponent and the 

maximum value of LE is called LLE. Lyapunov 

exponent measures the rate of the divergence of 

nearby trajectories in a dynamical system. In this 

study Rosenstein’s algorithm [73] is used to extract 

LLE feature from the EEG signal. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 3: Lyapunov features variation in driving session data 

 

Figure 3 presents Lyapunov exponent for 10 

individuals during the 2 driving sessions. X-axis of the 

graph represents the 6 minutes driving divided in to 6 

steps (each step is one minute)  and Y-axis represents 

the corresponding Lyapunov exponent estimated from 

each minute EEG data. In Figure 3, most of the data 

show chaotic characteristics and it is difficult to make 

any general rule from these signals to classify drivers’ 

stress. 

 

Modified Covariance 

In the parametric methods, one approach of 

estimating autoregressive model parameters is the 

modified covariance method. In the modified 

covariance method autoregressive parameters are 

found by solving the Eq. (4) and Eq. (5).
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Here rx k, l( ) is the autocorrelation, ap is the 

autoregressive parameter, x*
 is the complex conjugate 

of x, p  is model order, N number of data points. 

In this study, MatLab function pmcov has 

been applied to the EEG signal to obtainpower spectral 

density (PSD) using modified covariance method. 

Then, the statistical features i.e., maximum, minimum, 

mean, and standard deviation of PSDs are calculated as 

features. 

Table 2 shows the list of features using the three 

different algorithms i.e., band power, modified 

covariance and Lysponuv exponent. The weight values 

for the band power are determined based on the 

literature review [26,74,45]. Here, the weights for the 

Lysponuv exponents for the collected six minutes 

signal are selected considering the each minute data 

analysis. For the modified covariance, weights values 

are given same for all the features. 

 

Table 2: List of features using band power, modified covariance, and Lyapunov exponent 

 

 
 

The Proposed Classification Approach 

In this study, CBR classification has been 

done using the extracted features and case 

formulation has been performed based on 

fuzzification. Figure 4 illustrates the CBR scheme 

using the extracted features and Figure 5 describes 

the Fuzzy‐CBR classification scheme. It shows in 

Figure 4 that after the data collection, raw EEG 

signals are pre‐processed and artifacts handling has 

been performed. Then the features are extracted using 

the DWT, modified covariance, and LLE (see section 

5.2) and these extracted features are used to build the 

three separate case libraries for the CBR 

classification. Finally, the combined result is obtained 

considering the weighted majority‐voting algorithm. 

Here, these weight values are defined based on the 

individual classification result. 
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Figure 4: An overview of the CBR classification scheme using the extracted features 

 

On the other hand, in the fuzzy-‐CBR classification 

scheme as depicted in Figure 5, fuzzification has been 

done on LLE values for Relaxed and Stressed cases 

using the Fuzzy Triangular membership function. Then 

using the fuzzified values a case library has been 

developed for the CBR classification. 

 

 
Figure 5: An overview of the Fuzzy‐CBR classification Approach 

 

Figure 6 presents average of the Lyapunov 

exponent for the Relaxed, Stressed classes, and 

Driving data. It can be seen from Figure 2 that the data 

sets are distinguishable. However, when we consider 

all the data from each individual then there is an 

overlap between these feature values and it is not 

possible to make any general rule. Therefore, the idea 

is to apply fuzzification to classify each feature values 

as Relaxed and Stressed. Fuzzification transforms crisp 

quantity into grades of membership of fuzzy sets. 

Here, the crisp Stressed and Relaxed values are 

fuzzified. The Triangular membership function has 

been applied on the Lyapunov features of Relaxed and 

Stressed datasets. 

 

 
 

Figure 6: Average of Lyapunov exponent for relaxed, stressed, and driving situation datasets 
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Then the membership degree for each LLE 

value of Relaxed and Stressed cases are obtained from 

this. Thus, for these triangular membership functions 

two vectors i.e., Relaxed and Stressed are obtained. 

Thereafter, maximum values for each element of these 

two vectors are considered and cases are classified 

either as Stressed or Relaxed depending on the degree 

of the membership function. Then, the Driving dataset 

is also classified using the fuzzy models and the results 

are presented in the later section. In this study, for both 

the stressed and relaxed group Lyapunov feature values 

are sorted and then the statistical measures i.e., 

maximum, minimum and average values of LLE values 

are estimated to generate the fuzzy triangular 

membership function (MF); so that it satisfies the core 

or center of the MF i.e., "x Î mi x( ) =1, and the 

footprint or the support of the MF 

"x Î mi x( ) > 0 [75] 

 

VI. EXPERIMENTAL WORK 
Several experimental works have been carried 

out to evaluate the proposed approach. In the first step, 

three separate case libraries have been created using the 

features obtained from EEG band power, Modified 

covariance and Lyapunov exponent. These case 

libraries contains 57 cases consisted of relaxed, 

stressed, and driving dataset. Here, it is important to 

mention that the expert has classified each case of the 

driving dataset as either Stressed or Relaxed. Later, the 

Lyapunov exponent features have been fuzzified for 

Relaxed and Stressed classes. Then, feature values from 

both of these datasets are used to obtain the degree of 

membership function. The membership functions are 

generated by trail and error. Here, the cases are not 

classified by any human expert rather it has been done 

automatically using fuzzification. However, the 

accuracy of the case‐library has been evaluated in a 

CBR system and presented the result by comparing 

with the expert. 

For the case retrieval, a ”leave‐one‐out” 

retrieval technique has been applied i.e., one case is 

taken out from the case library as a query case. Here, 

kNN (K = 2) is applied to retrieve similar cases. For the 

evaluation, two top most similar retrieved cases have 

been considered; if both the query and one of the two 

retrieved cases belonging to a similar class then the 

number of correctly classified cases is counted as 1. 

 

CBR Classification using extracted features 

The summary of the CBR classification based 

on EEG band power, modified covariance and 

Lyapunov exponent features are presented in Table 3. It 

can be seen from Table 3, for band power features, 

considering the top most one case, i.e., k=1 CBR 

accuracy for Relaxed and Stressed cases are 46.15% 

and 48.29%. While, considering k=2 the achieved 

accuracies are 61.54% for Relaxed and 83.87% for 

Stressed cases. 

 

Table 3: CBR classification using EEG band power, modified covariance, and Lyapunov features 

 
 

On the other hand, using the modified 

covariance features, when K=1, the achieved accuracy 

is 65.38% for Relaxed and 54.84% for Stressed cases. 

While for K=2, it is 88.46% for Relaxed and 87.09% 

for Stressed cases. Furthermore, using Lyapunov 

features, when k=1, the obtained accuracy is 46.15% 

for Relaxed and 61.29% for Stressed classes. 

Considering K=2, the accuracies are obtained as 

73.07% and 90.32% forRelaxed and Stressed cases 

respectively. 

Table 4 demonstrates CBR classification 

comparison among EEG band power, modified co- 

variance and Lyapunov features. Here, sensitivity, 

specificity and overall accuracy are also calculated. It 

can be seen from Table 3 using the band power 

features, out of 31Stressed cases 26 are correctly 

classified and 16 Relaxed cases are correctly classified 

from the 26 cases. In contrast, Modified co‐variance 

has classified 27 Stressed and 23 Relaxed cases 

correctly. On the other hand, using the Lyapunov 

features 28 Stressed and 19 Relaxed cases are correctly 

classified. While, 25 Stressed and 22 Relaxed cases are 

correctly applied the voting algorithm. In this table, 

sensitivity i.e., percentage of cases that are identified as 

Stressed, is 84% for band power, 87% for modified 

covariance and 90% for Lyapunov features. Specificity 

i.e., percentage of cases that are identified as Relaxed is 

62% for band power, 88% for modified covariance and 

73% for Lyapunov features; and the overall accuracies 

are 74% for band power, 88% for modified covariance 

and 82% for Lyapunov features. After voting, for the 

proposed system, the combined result gives an 

accuracy of 82%. 
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Table 4: Sensitivity and Specificity analysis comparing the band power, modified covariance, and Lyapunov 

exponent features. The last column presents the voting result considering the three features when K=2 

 
 

Fuzzy‐CBR classification 

 

Using Profile Data 

For the fuzzy case representation using Fuzzy 

Triangular function Table 5 shows the CBR 

classification accuracy. It can be seen from Table 5 

that 94 feature values are classified as relaxed and 134 

feature values are classified as Stressed using the 

Triangular fuzzy function. Considering k=2 CBR 

classification accuracy is obtained as 65% for Relaxed 

and 86% for Stressed cases. 

 

Table 5: Fuzzy Triangular membership function using Lab setting data 

 

 
 

Using Driving Data 

Now, when the driving dataset have been 

applied using only the fuzzification it classifies 26 

cases as Relaxed and 88 cases as Stressed. However, 

to evaluate the accuracy of fuzzy classification and to 

get advantage of the CBR system the combined 

approach Fuzzy‐CBR has been evaluated. Driving 

dataset has been classified using the CBR library 

(discussed in Table 5). When CBR classification is 

applied using fuzzified case library then out of 114 

feature values of driving dataset 68 feature values are 

classified as Relaxed. 

From Figure 6, it is noticeable that average 

Driving dataset is lower than the Relaxed dataset and 

the expert also has classified most of the driving cases 

as Stressed, and after fuzzification the fuzzified case-

library also reflects this characteristic. This new case 

library is then evaluated and the evaluation result is 

shown in Table 6. Here, the sensitivity, specificity 

and overall accuracy are 92%, 57% and 79% 

respectively.

 

Table 6: Classification of driving data using Fuzzy-CBR approach 

 
Comparison with Other Physiological signals 
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Table 7 presents comparison of stress 

classification using EEG and other physiological 

signals i.e., heart rate variability (HRV), finger 

temperature (FT), and skin conductance (SC). In time 

domain, HRV features are extracted from statistical 

measures of inter-beat-interval (IBI) signal and in 

frequency domain, power spectral density is 

estimated applying the First Fourier Transformation 

[42]. FT and SC features are extracted using a 

derivative of slop based method, details can be found 

in [76]. The same dataset with 57 EEG cases have 

been compared with their corresponding cases 

formulated from the features obtained using the HRV, 

FT and SC signals. It can be seen from Table 7 

classification accuracy using HRV is 87.79%, FT is 

77.19% and SC is 75.43%. Only the accuracy with 

the HRV is close to the accuracy using EEG signal. 

 

Table 7: Classification comparison among different Physiological Signals 

 
 

VII. DISCUSSION 
Decreased vehicle control due to different 

driver’s mental state is one of the main reasons of road 

accident. This paper proposed an approach in 

identifying individual response during mental stress 

using EEG signals. In this study, the data collection 

has been done in two steps; one is the lab setting 

(profile) and the later is the real road driving. The aim 

is to collect data during stressed driving situation. 

Features are extracted from EEG signals using DWT, 

Modified Co- variance and LLE algorithm, and later 

the CBR classification has been performed. One of the 

goals of the investigation is to classify the data 

without an expert’s involvement. Here, a human 

expert has classified the profile datasets using the 

reference physiological sensor signals. Then, the CBR 

system has been developed using the reference case-

library; where the case-library has been built using the 

features extracted from the three mentioned 

algorithms. However, in such systems it is necessary 

that the classification has been done unsupervised i.e., 

without expert’s involvement. Therefore the crisp 

values of Lyaponuv exponent have been fuzzified 

using Triangular membership function. This 

fuzzification allows handling uncertainties in decision- 

making. Lyaponuv exponent shows distant 

characteristics for Stressed and Relaxed cases for each 

minute interval. It also presents in Figure 4 that the 

signals do not show any general rules to extract.  

In our previous work [77,78] comparisons 

have been performed between CBR and other machine 

learning algorithms, namely, support vector machines 

(SVM) and artificial neural networks (ANN); and it is 

found that CBR classification accuracy was better than 

the SVM and ANN. Therefore, since CBR works well 

for weak domain theory it has been chosen for 

decision- making tasks. Moreover, it helps to provide 

a personalized solution based on the case-library. New 

knowledge can be added into the case-library that 

allows learning facilities into the decision-making 

tasks. The combined approach Fuzzy-CBR provides 

flexibility in feature values to use it in the reasoning 

process that handles uncertainties in decision-making. 

The result shows that it provides personalized 

solution with an accuracy of 80% compare to the 

expert considering the proposed short time interval. 

Moreover, it is possible to provide details status of 

each subject during the driving situation, that is, for 

example, what is the mental status in each minute or 

shorter time duration, say in 30 seconds. The result 

shows that the combined approach has potential for 

advancing decision support system in monitoring 

drivers’ mental stress. The result could be further 

improved by optimizing the ‘weight values’ of the 

features used to formulate the cases in the case library. 

It is also important to make a large-scale study to 

conclude the result. 
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