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ABSTRACT 
The Research entitled Application of Graph Theory to Big Networks for Big Data” is an innovative idea having 

novel design and exemplar implementations on various case studies. Graph Mining strategies can be applied for 

Big Data Networks Analysis as specified by Literature survey. Big Data concern large-volume, complex, 

growing data sets with multiple, autonomous sources. With the fast development of networking, data storage, 

and the data collection capacity, Big Data are now rapidly expanding in all science and engineering domains, 

including physical, biological and biomedical sciences. This paper presents a HACE theorem that characterizes 

the features of the Big Data revolution, and proposes a Big Data processing model, from the data mining 

perspective. This data-driven model involves demand-driven aggregation of information sources, mining and 

analysis, user interest modeling, and security and privacy considerations. We analyze the challenging issues in 

the data-driven model and also in the Big Data revolution. 
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I. INTRODUCTION TO DATA (GRAPH) 

MINING  
Structure of Data Mining Generally, data 

mining (sometimes called data or knowledge 

discovery) is the process of analyzing data from 

different perspectives and summarizing it into useful 

information - information that can be used to increase 

revenue, cuts costs, or both. Data mining software is 

one of a number of analytical tools for analyzing data. 

It allows users to analyze data from many different 

dimensions or angles, categorize it, and summarize 

the relationships identified. Technically, data mining 

is the process of finding correlations or patterns 

among dozens of fields in large relational databases. 

How Data Mining Works? 

While large-scale information technology 

has been evolving separate transaction and analytical 

systems, data mining provides the link between the 

two. Data mining software analyzes relationships and 

patterns in stored transaction data based on open-

ended user queries. Several types of analytical 

software are available: statistical, machine learning, 

and neural networks. Generally, any of four types of 

relationships are sought: 

• Classes: Stored data is used to locate data in 

predetermined groups. For example, a restaurant 

chain could mine customer purchase data to 

determine when customers visit and what they 

typically order. This information could be used 

to increase traffic by having daily specials. 

• Clusters: Data items are grouped according to 

logical relationships or consumer preferences. 

For example, data can be mined to identify 

market segments or consumer affinities. 

• Associations: Data can be mined to identify 

associations. The beer-diaper example is an 

example of associative mining. 

• Sequential patterns: Data is mined to anticipate 

behavior patterns and trends. For example, an 

outdoor equipment retailer could predict the 

likelihood of a backpack being purchased based 

on a consumer's purchase of sleeping bags and 

hiking shoes. 

 

Data mining consists of five major elements: 

1) Extract, transform, and load transaction data onto 

the data warehouse system. 

2) Store and manage the data in a multidimensional 

database system. 

1) Provide data access to business analysts and 

information technology professionals. 

2) Analyze the data by application software. 

3) Present the data in a useful format, such as a 

graph or table. 

 

 

 

RESEARCH ARTICLE                              OPEN ACCESS 



Dr.D.Shravani. Int. Journal of Engineering Research and Application                           www.ijera.com 

ISSN : 2248-9622, Vol. 7, Issue 7, ( Part -7) July 2017, pp.16-25 

 

 
www.ijera.com                                       DOI: 10.9790/9622-0707071625                     17 | P a g e  

 

 

 

 

Figure 1 below depicts the overall architecture of 

Data Mining process. 

 
Figure 1. Process and Phases of Data Mining 

 

Different levels of analysis are available: 

• Artificial neural networks: Non-linear predictive 

models that learn through training and resemble 

biological neural networks in structure. 

• Genetic algorithms: Optimization techniques that 

use process such as genetic combination, 

mutation, and natural selection in a design based 

on the concepts of natural evolution. 

• Decision trees: Tree-shaped structures that 

represent sets of decisions. These decisions 

generate rules for the classification of a dataset. 

Specific decision tree methods include 

Classification and Regression Trees (CART) and 

Chi Square Automatic Interaction Detection 

(CHAID). CART and CHAID are decision tree 

techniques used for classification of a dataset. 

They provide a set of rules that you can apply to 

a new (unclassified) dataset to predict which 

records will have a given outcome. CART 

segments a dataset by creating 2-way splits while 

CHAID segments using chi square tests to create 

multi-way splits. CART typically requires less 

data preparation than CHAID. 

• Nearest neighbor method: A technique that 

classifies each record in a dataset based on a 

combination of the classes of the k record(s) 

most similar to it in a historical dataset (where 

k=1). Sometimes called the k-nearest neighbor 

technique. 

• Rule induction: The extraction of useful if-then 

rules from data based on statistical significance. 

• Data visualization: The visual interpretation of 

complex relationships in multidimensional data. 

Graphics tools are used to illustrate data 

relationships. 

Characteristics of Data Mining: 

• Large quantities of data: The volume of data so 

great it has to be analyzed by automated 

techniques e.g. satellite information, credit card 

transactions etc. 

• Noisy, incomplete data: Imprecise data is the 

characteristic of all data collection. 

• Complex data structure: conventional statistical 

analysis not possible 

•      Heterogeneous data stored in legacy systems 

 

Benefits of Data Mining: 

1) It’s one of the most effective services that are 

available today. With the help of data mining, 

one can discover precious information about the 

customers and their behavior for a specific set of 

products and evaluate and analyze, store, mine 

and load data related to them 

2) An analytical CRM model and strategic business 

related decisions can be made with the help of 

data mining as it helps in providing a complete 

synopsis of customers 

3) An endless number of organizations have 

installed data mining projects and it has helped 

them see their own companies make an 

unprecedented improvement in their marketing 

strategies (Campaigns) 

4) Data mining is generally used by organizations 

with a solid customer focus. For its flexible 

nature as far as applicability is concerned is 

being used vehemently in applications to foresee 

crucial data including industry analysis and 

consumer buying behaviors 

5) Fast paced and prompt access to data along with 

economic processing techniques have made data 

mining one of the most suitable services that a 

company seek 

 

Advantages of Data Mining: 

1. Marketing / Retail: 

Data mining helps marketing companies 

build models based on historical data to predict who 

will respond to the new marketing campaigns such as 

direct mail, online marketing campaign…etc. 

Through the results, marketers will have appropriate 

approach to sell profitable products to targeted 

customers. 

Data mining brings a lot of benefits to retail 

companies in the same way as marketing. Through 

market basket analysis, a store can have an 

appropriate production arrangement in a way that 

customers can buy frequent buying products together 

with pleasant. In addition, it also helps the retail 

companies offer certain discounts for particular 

products that will attract more customers. 

 

2. Finance / Banking 

Data mining gives financial institutions 

information about loan information and credit 

reporting. By building a model from historical 

customer’s data, the bank and financial institution can 

determine good and bad loans. In addition, data 

mining helps banks detect fraudulent credit card 

transactions to protect credit card’s owner. 
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3.Manufacturing 

By applying data mining in operational 

engineering data, manufacturers can detect faulty 

equipments and determine optimal control 

parameters. For example semi-conductor 

manufacturers has a challenge that even the 

conditions of manufacturing environments at 

different wafer production plants are similar, the 

quality of wafer are lot the same and some for 

unknown reasons even has defects. Data mining has 

been applying to determine the ranges of control 

parameters that lead to the production of golden 

wafer. Then those optimal control parameters are 

used to manufacture wafers with desired quality. 

4. Governments 

Data mining helps government agency by digging 

and analyzing records of financial transaction to build 

patterns that can detect money laundering or criminal 

activities. 

5. Law enforcement: 

Data mining can aid law enforcers in identifying 

criminal suspects as well as apprehending these 

criminals by examining trends in location, crime type, 

habit, and other patterns of behaviors. 

6. Researchers: 

Data mining can assist researchers by speeding up 

their data analyzing process; thus, allowing those 

more time to work on other projects.   

 

II. PROBLEM STATEMENT 
Problem Definition 

Such online discussions provide a new 

means to sense the public interests and generate 

feedback in real time and are mostly appealing 

compared to generic media, such as radio or TV 

broadcasting. Another example is Flickr a public 

picture sharing site, which received 1.8 million 

photos per day, on average assuming the size of each 

photo is 2 megabytes (MB), this requires 3.6 

terabytes (TB) storage every single day. Indeed, as an 

old saying states: “a picture is worth a thousand 

words,” the billions of pictures on Flicker are a 

treasure tank for us to explore the human society, 

social events, public affairs, disasters, and so on, only 

if we have the power to harness the enormous amount 

of data. The above examples demonstrate the rise of 

Big Data applications where data collection has 

grown tremendously and is beyond the ability of 

commonly used software tools to capture, manage, 

and process within a “tolerable elapsed time 

 

Existing System: 

The rise of Big Data applications where data 

collection has grown tremendously and is beyond the 

ability of commonly used software tools to capture, 

manage, and process within a “tolerable elapsed 

time.” The most fundamental challenge for Big Data 

applications is to explore the large volumes of data 

and extract useful information or knowledge for 

future actions. In many situations, the knowledge 

extraction process has to be very efficient and close 

to real time because storing all observed data is 

nearly infeasible. The unprecedented data volumes 

require an effective data analysis and prediction 

platform to achieve fast response and real-time 

classification for such Big Data. 

 

Disadvantage of Existing System: 

The challenges at Tier I focus on data 

accessing and arithmetic computing procedures. 

Because Big Data are often stored at different 

locations and data volumes may continuously grow, 

an effective computing platform will have to take 

distributed large-scale data storage into consideration 

for computing. The challenges at Tier II center on 

semantics and domain knowledge for different Big 

Data applications. Such information can provide 

additional benefits to the mining process, as well as 

add technical barriers to the Big Data access (Tier I) 

and mining algorithms (Tier III). 

At Tier III, the data mining challenges 

concentrate on algorithm designs in tackling the 

difficulties raised by the Big Data volumes, 

distributed data distributions, and by complex and 

dynamic data characteristics. 

 

Project Purpose 

The rise of Big Data applications where data 

collection has grown tremendously and is beyond the 

ability of commonly used software tools to capture, 

manage, and process within a “tolerable elapsed 

time.” The most fundamental challenge for Big Data 

applications is to explore the large volumes of data 

and extract useful information or knowledge for 

future actions  In many situations, the knowledge 

extraction process has to be very efficient and close 

to real time because storing all observed data is 

nearly infeasible. For example, the square kilometer 

array. It provides 100 times more sensitive vision 

than any existing radio telescopes, answering 

fundamental questions about the Universe. second 

data volume, the data generated from the SKA are 

exceptionally large. Although researchers have 

confirmed that interesting patterns, such as transient 

radio anomalies  can be discovered from the SKA 

data, existing methods can only work in an offline 

fashion and are incapable of handling this Big Data 

scenario in real time. As a result, the unprecedented 

data volumes require an effective data analysis and 

prediction platform to achieve fast response and real-

time classification for such Big Data.  

 

PROPOSED SYSTEM: 

We propose a HACE theorem to model Big 

Data characteristics. The characteristics of HACH 

make it an extreme challenge for discovering useful 
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knowledge from the Big Data. 

The HACE theorem suggests that the key 

characteristics of the Big Data are 1) huge with 

heterogeneous and diverse data sources, 2) 

autonomous with distributed and decentralized 

control, and 3) complex and evolving in data and 

knowledge associations.  

To support Big Data mining, high-

performance computing platforms are required, which 

impose systematic designs to unleash the full power 

of the Big Data.  

 

ADVANTAGES OF PROPOSED SYSTEM: 

Provide most relevant and most accurate 

social sensing feedback to better understand our 

society at realtime. 

Scope 

These characteristics make it an extreme 

challenge for discovering useful knowledge from the 

Big Data. In a naı¨ve sense, we can imagine that a 

number of blind men are trying to size up a giant 

elephant which will be the Big Data in this context. 

The goal of each blind man is to draw a picture of the 

elephant according to the part of information he 

collects during the process. Because each person’s 

view is limited to his local region, it is not surprising 

that the blind men will each conclude independently 

that the elephant “feels” like a rope, a hose, or a wall, 

depending on the region each of them is limited to. 

To make the problem even more complicated, let us 

assume that 1) the elephant is growing rapidly and its 

pose changes constantly, and 2) each blind man may 

have his own information sources that tell him about 

biased knowledge about the elephant Exploring the 

Big Data in this scenario is equivalent to aggregating 

heterogeneous information from different sources to 

help draw a best possible picture to reveal the 

genuine gesture of the elephant in a real-time fashion. 

 

III. SYSTEM ARCHITECTURE DESIGN 
Figure 2 depicts the System Architecture 

 

 
Figure 2. System Architecture of the Proposed Model 

Figure 3 depicts the Data flow architecture. 

 
Figure 3. Data Flow Model 

 

Figure 4 depicts the project architecture 

 
Figure 4. Project Architecture 

 

Figure 4 to 9 depicts the UML diagrams design of 

proposed model. 

 
Figure 5. Use Case diagram 
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Figure 6. Sequence Diagram 

: 

 
Figure 7. Activity Diagram 

 

 
Figure 8. Component Diagram 

 

 
Figure 9. Deployment Diagram 

 

IV. IMPLEMENTATIONS AND 

VALIDATIONS 
IMPLEMENTATION MODULES: 

1. Integrating and mining biodata 

2. Big Data Fast Response 

3. Pattern matching and mining 

4. Key technologies for integration and mining 

5. Group influence and interactions 

 

MODULES DESCRIPTION: 

Integrating and mining biodata: 

We have integrated and mined biodata from 

multiple sources to decipher and utilize the structure 

of biological networks to shed new insights on the 

functions of biological systems. We address the 

theoretical underpinnings and current and future 

enabling technologies for integrating and mining 

biological networks. We have expanded and 

integrated the techniques and methods in information 

acquisition, transmission, and processing for 

information networks. We have developed methods 
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for semantic-based data integration, automated 

hypothesis generation from mined data, and 

automated scalable analytical tools to evaluate 

simulation results and refine models. 

Big Data Fast Response: 

We propose to build a stream-based Big Data analytic 

framework for fast response and real-time decision 

making. 

• Designing Big Data sampling mechanisms to 

reduce Big Data volumes to a   manageable size 

for processing 

• Building prediction models from Big Data 

streams. Such models can adaptively adjust to 

the dynamic changing of the data, as well as 

accurately predict the trend of the data in the 

future; and 

• A knowledge indexing framework to ensure real-

time data monitoring and classification for Big 

Data applications. 

 

Pattern matching and mining: 

We perform a systematic investigation on pattern 

matching, pattern mining with wildcards, and 

application problems as follows: 

Exploration of the NP-hard complexity of the 

matching and mining problems, 

Multiple patterns matching with wildcards, 

Approximate pattern matching and mining, and 

Application of our research onto ubiquitous 

personalized information processing and 

bioinformatics 

 

Key technologies for integration and mining: 

We have performed an investigation on the 

availability and statistical regularities of multisource, 

massive and dynamic information, including cross-

media search based on information extraction, 

sampling, uncertain information querying, and cross-

domain and cross-platform information 

polymerization. To break through the limitations of 

traditional data mining methods, we have studied 

heterogeneous information discovery and mining in 

complex inline data, mining in data streams, multi 

granularity knowledge discovery from massive 

multisource data, distribution regularities of massive 

knowledge, quality fusion of massive knowledge. 

 

Group influence and interactions: 

Employing group influence and information 

diffusion models and deliberating group interaction 

rules in social networks using dynamic game theory 

Studying interactive individual selection and effect 

evaluations under social networks affected by group 

emotion, and analyzing emotional interactions and 

influence among individuals and groups, and  

Establishing an interactive influence model and its 

computing methods for social network groups, to 

reveal the interactive influence effects and evolution 

of social networks. 

Figures 10 to 17 depicts the execution screen shots of 

the case study implementations 
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V. CONCLUSIONS 
Driven by real-world applications and key 

industrial stakeholders and initialized by national 

funding agencies, managing and mining Big Data 

have shown to be a challenging yet very compelling 

task. While the term Big Data literally concerns about 

data volumes, our HACE theorem suggests that the 

key characteristics of the Big Data are 1) huge with 

heterogeneous and diverse data sources, 2) 

autonomous with distributed and decentralized 

control, and 3) complex and evolving in data and 

knowledge associations. Such combined 

characteristics suggest that Big Data require a “big 

mind” to consolidate data for maximum values [27]. 

To explore Big Data, we have analyzed several 

challenges at the data, model, and system levels. To 
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support Big Data mining, high-performance 

computing platforms are required, which impose 

systematic designs to unleash the full power of the 

Big Data. At the data level, the autonomous 

information sources and the variety of the need for 

Big Data mining is arising in all science and 

engineering domains. With Big Data technologies, we 

will hopefully be able to provide most relevant and 

most accurate social sensing feedback to better 

understand our society at real time. We can further 

stimulate the participation of the public audiences in 

the data production circle for societal and economical 

events. The era of Big Data has arrived. data 

collection environments, often result in data with 

complicated conditions, such as missing/uncertain 

values. In other situations, privacy concerns, noise, 

and errors can be introduced into the data, to produce 

altered data copies. Developing a safe and sound 

information sharing protocol is a major challenge. At 

the model level, the key challenge is to generate 

global models by combining locally discovered 

patterns to form a unifying view. This requires 

carefully designed algorithms to analyze model 

correlations between distributed sites, and fuse 

decisions from multiple sources to gain a best model 

out of the Big Data. At the system level, the essential 

challenge is that a Big Data mining framework needs 

to consider complex relationships between samples, 

models, and data sources, along with their evolving 

changes with time and other possible factors. A 

system needs to be carefully designed so that 

unstructured data can be linked through their complex 

relationships to form useful patterns, and the growth 

of data volumes and item relationships should help 

form legitimate patterns to predict the trend and 

future. 

We regard Big Data as an emerging trend and the 
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