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ABSTRACT

In today’s world, there are many stand alone data mining tools that can be used by the academicians to carry out
data mining tasks. Any Educational Institute can show the curiosity to know the future performance of recently
joined students. To address this, We have analyzed the data set containing information about students, and
results in first year of the previous batch of students. By applying the ID3 (lterative Dichotomiser 3), C4.5,
Naive Bayes, Multilayer Perceptron and K-Nearest Neighbour classification algorithms on this data, we have
predicted the general and individual performance of freshly admitted students in future examinations and made
the entire implementation dynamic to train the prediction parameters itself when new training sets are fed into

the web application.
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l. INTRODUCTION
In recent years, Data mining has emerged as an
important field where a huge data is to be analyzed
and important information that makes sense needs to
be extracted.

11 Problem Statement

Data Mining has wide spread applications
across various domains which include education,
finance, marketing etc. Various data mining tools
have been developed using which information is
extracted from large collections of data. However
most of the tools developed are stand-alone and only
computer professionals can understand and know
how to use these tools. Hence it is not easy for
someone who is not aware of data mining concepts
and tools has to perform processing on data.

1.2 Objective

Here comes the scenario where we need to
develop a mechanism that hides different issues in
using a tool. If we integrate the tool into the web
and hide the complexities, a faculty from any
department can use it. Mostly faculties use data
mining tools for making predictions for their
students about who will become the promising
students and who may fail. When the faculty has
this information, he can show extra focus on those
students and change their teaching styles. This
prediction making is a part of the data mining tool.
Analyzing the past performance of admitted
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students would provide a better perspective of the
probable academic performance of students in the
future. This can very well be achieved using the
concepts of data mining. One of the data mining
tools is Weka that is written in Java programming
language. Integrating Weka into web application
and then creating a user friendly interface makes the
tool accessible and even a layman can understand its
working and can make use of it. And the users can
focus on only output.

The  Under Graduate  Engineering
Educational Institutes take the student admissions
for the Engineering branches like Mechanical, Civil,
CSE, IT, EEE, ECE courses based on Entrance
exams and their merit score. The newly joined
students are from different boards like (SSC, CBSE,
ICSE, Intermediate Board, International etc),
different locations and with different background. In
this paper, we narrated the data collection, pre-
processing, mining process and how we drawn some
conclusions on Engineering first year students data
of our institute.

1.3 Scope

This Technical paper discusses about the
integration of open source data mining tool
developed by University of Wakaito called Weka
into a web application by taking classification and
regression problem to predict student’s performance
as an example. It can be used to make the
classification and regression model
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programmatically using classification and regression
algorithms  provided by Weka. The built
classification model is tested for accuracy before
being applied to realistic situations like singular and
bulk evaluation. This generates arff file format
which is the native file format of weka on the fly.
This is capable of taking inputs either from an excel
file or an open source database like MySQL.

1. LITERATURE SURVEY

The increase of instrumental educational
software, the use of the Internet in education, and
the establishment of state databases of student
information has created large repositories of data.
All this information provides a goldmine of
educational data that can be explored and exploited
to understand how students learn.

Today, almost all the educational institutes
facing the problem of handling and managing the
exponential growth of educational data for effective
use. The data generated by any type of information
systems supporting learning or education (in
schools, colleges, universities, and other academic

or professional learning institutions providing
traditional and modern forms and methods of
teaching, as well as informal learning) can be
analyzed by EDM. These data are not restricted to
interactions of individual students with an
educational system (e.g., navigation behaviour,
input in quizzes and interactive exercises) but might
also include data from collaborating students (e.g.,
text chat), administrative data (e.g., school, school
district, teacher), demographic data (e.g., gender,
age, school grades), student affectivity (e.g.,
motivation, emotional states), and so forth. Data
generated by educational institutes have unique
characteristics such as multiple levels of hierarchy
(subject, assignment, question levels), context (a
particular student in a particular class encountering a
particular question at a particular time on a
particular date), fine grained (recording of data at
different resolutions to facilitate different analyses),
and longitudinal (much data recorded over many
sessions for a long period of time, e.g., spanning
semester and yearlong courses).

I11. IMPLEMENTATION OF A WEB APPLICATION

S

The architecture is as follows.

WEB SERVER

Request

Convert php
requestto Java
method call

—_— -
User | !
PHP ———»
Interface — JAVA BRIDGE WEKA(JAVA)
Response |
- —

<?php ConvertJava return import weka.core...
Sobj—new lava("MyClass™);  valuesinto PHP import weka.classifiers. ..

Sobj->method|);

class MyClass{
public static methodi ){

data structures

Figure 1: Architectural Design

3.1 Pre-Processing and creation of a model
Firstly, information about students who
have been admitted to the second year was collected
and saved into the database. This included the details
submitted to the college at the time of enrolment.
From this data, extraneous information was removed
and the relevant information was taken and then it is
checked whether it contains any numerical data. If it
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contains numerical data, we converted that data into
discrete data and then saved into another table in
database. Once we have this pre-processed data, we
then apply the classification and regression
algorithms like ID3, C4.5, Naive Bayes, Multilayer
Perceptron, K-Nearest Neighbour and Linear
Regression algorithm; and create a model which can
be used for prediction. This can be elaborated as
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Figure 2: Pre-processing and creation of a model

3.1.1 Student Database

We collected the data from academic
branch and created a database for the first year
students. We used Microsoft Excel with attributes as
Student_full_name, Application_id, Gender, Caste,
Percentage_of marks etc[16]. In board
examinations of classes X and XIlI, percentage of
marks obtained in Physics, Chemistry and
Mathematics in class XII, marks obtained in the
entrance examination, admission type, etc. For ease
of performing data mining operations, the data was
filled into a MySQL database directly using PHP
Excel i.e. the contents of the excel sheet is directly
saved as it is into the database.

3.11 Data Pre-Processing

Once we gathered details of all the
students, we then partitioned the training dataset
further, considering various feasible splitting
attributes, i.e. the attributes which would have a
higher impact on the performance of a student. For
example, ‘location’ is one such splitting attribute,
and then segmented the data according to students’
locality.

Here, attributes which are not relevant such
as students residential address, name, application
ID, etc. had been removed. For example, the

DOI: 10.9790/9622-071207785

admission date of the student was not influential in
predicting the future performance of the student.
The relevant attributes that had been retained are
those for merit score or marks scored in entrance
examination, gender, percentage of marks scored in
Physics, Chemistry and Mathematics in the board
examination of class XII and admission type.
Finally, the “class” attribute was added and it held
the predicted result, which can be either “Pass” or
“Fail” for classification process and the
“passpercentage” attribute was added that holds the
predicted percentage for regression process.

Since the attributes for marks would are
numeric in nature, we discretized it to produce better
results, and specific classes were defined. Thus, the
“merit” attribute had a value “good” if the merit
score of the student was 120 or above out of a
maximum score of 200, and was classified as “bad”
if the merit score was below 120. Also, the value
that can be held by the “percentage” attribute of the
student are three - “distinction” if the percentage of
marks scored by the student in Physics, Chemistry
and Mathematics was 70 or above, class value of
“first_class” if the percentage was less than 70 and
greater than or equal to 60, then it was classified as
“second_class” if the percentage was less than 60.
The attribute for admission type is labelled as
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“type” and the value held by it can be either “Al”
(short for All-India), if the student was admitted to a
seat available for All-India candidates, or “OTHER”
if the student was admitted to another seat.

1.3.1  Attribute Selection

In this step, we find the attributes that
influence the classification more i.e. the influencing
attributes are ranked according to the order of
influence they have. Attribute selection is performed
on the pre-processed data. On the pre-processed
data, Chi-Squared Attribute Evaluation and the

Integration x U
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V. RESULTS
The Results are explained with Screen
shots. Attributes that influences the classification
(ranking of attributes). This page shows the ranking
of the attributes that influences the classification
more. It also provides the list of algorithms that can
be applied on the pre-processed training set.
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Figure 3: Influencing attributes

Verification of the model created for ID3 algorithm. This page shows the verification of the model that is being

created when we selected the 1D3 algorithm.
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Figure 4: Verification of the model created for ID3 algorithm
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Figure 6: New model creation for regression

This page shows the singular evaluation page where we provide different inputs and the calculated predicted
class and pass percentage are shown when we click on submit.
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Figure 7: Singular Evaluation

History of Singular Evaluation. This page displays all the singular evaluations that are done
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Figure 8: History of Singular Evaluation

Bulk Evaluation. This page shows the bulk evaluation where we provide a test file that contains many records,
batch and the branch.
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Figure 9: Bulk Evaluation

Results of Bulk Evaluation. This displays the result of bulk evaluation i.e. for the entire input train set,
predictions are performed and displayed here.
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Figure 10: Results of Bulk Evaluation

4.1 Comparison of Classifiers

the singular and bulk evaluation.

In this table, we

The algorithm that has the highest accuracy
is considered to be the best algorithm and it is
dynamically called to carry out the singular and bulk
evaluation tasks. l.e. if two or more models are
available with same model name but created with
different classification algorithms, the model that has
the highest accuracy is being selected for carrying out
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will show the comparative study for different
algorithms that are being applied. We will compare
different aspects like build time required for creating
models, true positive rate for class ‘pass’ and ‘fail’ of
different algorithms, and the accuracy rate obtained.
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Execution time to build the model

ID3

C45

NAIVE BAYES

MLP

KNN

Time

0.326sec

0.328sec

0.391sec

4.094sec

0.329sec

Table 1: Execution time to build the model

The above table shows the execution time to build the model when different algorithms are selected.

Comparison of algorithms

ID3 C4.5 NAIVE BAYES MLP KNN
Pass 0.949 0.955 0.955 0.940 0.940
Fail 0.394 0.394 0.424 0.424 0.303

Table 2: Comparison of algorithms

The above table shows the true positive rates for the ‘pass’ class and ‘fail’ class when different algorithms are

used.
Prediction performance of classification algorithms
1D3 C45 NAIVE BAYES MLP KNN
Accuracy 76.0% 77.0% 78.0% 75.0% 73.0%
Table 3: Prediction performance of the classification algorithms
The above table shows the accuracy percentages [3]. Kantardzic, M., (2011) Data Mining:
for different algorithms. Concepts, Models, Methods and Algorithms,
Wiley-IEEE Press.
V. CONCLUSION AND FUTURE [4]. Ming, H., Wenying, N. and Xu, L., (2009)
WORK “An improved decision tree classification
In this paper, we used only classification algorithm based on ID3 and the application
and regression modules of weka. In classification, in score analysis”, Chinese Control and
we used five decision tree algorithms and in Decision  Conference (CCDC), pp1876-
regression, we used linear regression and did 1879.
predictions on the student data set that is collected [5]. Xiaoliang, Z., Jian, W., Hongcan Y., and
from academic section. As of now, we predicted Shangzhuo, W., (2009) “Research and
whether the student passes or fails and what Application of the improved Algorithm C4.5
percentage he may get in his/her final examination. on Decision Tree”, International Conference
We tested our application with a moderate data set on Test and Measurement (ICTM), Vol. 2,
having fields like application id, merit marks, merit pp184-187.
number, name, gender, location, admission type, [6]. Data mining in Education: ARTICLE in
caste and generated a model with an accuracy of WILEY INTERDISCIPLINARY
80%. This model also displayed all the mismatched REVIEWS: DATA  MINING  AND
records. Both singular and bulk evaluation are KNOWLEDGE DISCOVERY - JANUARY
evaluated with equal ease. 2013 by Cristobal Romero and Sebastian
There is a scope of predicting whether Ventura.
what class a student gets like first class, second [7]. Educational data mining: A survey from
class, distinction i.e. logistical regression can be 1995 to 2005 by C. Romero and S. Ventura.
done, what attendance percentage can a student [8]. A Survey on the Classification Techniques
have etc. Extra-curricular activities can also have In  Educational Data Mining by Nitya
significant impact for predicting student’s Upadhyay and Vinodini Katiyar
performance. This can be extended to other weka [9]. RMatlab-app2web: Web Deployment of
modules like clustering, association rule mining, RIMATLAB  Applications by ~ Armin
selecting featured attributes, visualization. xarm_az, Christian Fieberg and Andreas
arwig.
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