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Abstract 
Clustering is the task of grouping a set of 

objects in such a way that objects in the same group 

(called cluster) are more similar (in some sense or 

another) to each other than to those in other groups 

(clusters). The dimension can be reduced by using 

some techniques of dimension reduction. Recently 

new non linear methods introduced for reducing the 
dimensionality of such data called Locally Linear 

Embedding (LLE).LLE combined with K-means 

clustering in to coherent frame work to adaptively 

select the most discriminant subspace. K-means 

clustering use to generate class labels and use LLE 

to do subspace selection.  
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I.  INTRODUCTION 
High dimensional datasets present many 

mathematical challenges as well as some 

opportunities to bound to give rise to new 

theoretical development [23]. The problem is 

especially severe when large databases with many 

features are searched for patterns without filtering of 
important features based on prior knowledge. The 

growing importance of knowledge discovery and 

data mining methods in practical applications has 

made the feature selection/extraction problem. 

 

II BACKGROUND STUDY 

Developing effective clustering methods 

for high dimensional datasets is a challenging 

problem due to the curse of dimensionality. There 
are many approaches to address the problem of 

curse of dimensionality. The simplest approach of 

dimension reduction techniques [6], principal 

component analysis (PCA) (Duda et al., 2000; 

Jolliffe, 2002) and random projections (Dasgupta, 

2000). In PCA method, dimension reduction is 

carried out as a preprocessing step and is decoupled 

from the clustering process. Once the subspace 

dimensions are selected, they stay fixed during the 

clustering process. This is The main draw back of 

PCA [11] [27].  An extension of this approach is 
Locally Linear Embedding Techniques. 

 

III PROPOSED WORK OF LLE 
The proposed work is carried out by 

collecting a large volume of high dimensional  

 

 

unsupervised gene datasets, by using dimension 

reduction techniques such as, LLE describe locally 

linear embedding (LLE) an unsupervised learning 

algorithm that computes low dimensional and 

neighborhood preserving embeddings of high 

dimensional data. Generating highly nonlinear 

embeddings—do not involve local minima. The 

work is implemented in Mat Lab 7.0. The reduction 

can be done with the combination of LLE + k-means 
clustering. 

 

A.  LLE 

LLE is commonly called as Locally Linear 

Embedding; it is one of the dimension reduction 

techniques [23]. The LLE algorithm of Roweis and 

Saul (2000) it involves mapping high-dimensional 

inputs into a low dimensional ―description‖. 

 

B.  STEPS OF LLE WORKING 

(1) Assign neighbors to each data point W Xi (for 
example by using the K nearest neighbors). 

(2) compute the weights Wij that best linearly 

reconstruct Xi from its neighbors, solving the 

constrained least-squares problem. 

(3) Compute the low-dimensional  embedding 

vectors  Yi best reconstructed by Wij, 

minimizing  the smallest eigenmodes of the 

sparse symmetric matrix in Although the 

weights Wij and vectors Yi  are computed by 

methods in linear algebra, the constraint that 

points are only 

  

 
 

Fig 1. Clusters 

 

Reconstruction errors are measured by the cost 

function.                                         

 
 The weights Wij summarize the contribution of the 

jth data point to the ith reconstruction. To compute 
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the weights Wij, we minimize the cost space with as 

many function subject to two constraints: first, that 

each data point Xi is reconstructed only from its 

neighbors.  The optimal weights Wij subject to these 

constraints are found by solving a least-squares 

problem.                                      

 
This cost function, like the previous one, is 

based on locally linear reconstruction errors, but 

here we fix the weights Wij while optimizing the 

coordinates Yi. The embedding cost in Eq. 2 defines 

a quadratic form in the vectors W Yi. Subject to 

constraints that make the problem well-posed, it can 
be minimized by solving a sparse N * N eigenvalue 

problem[36]. In this work experiments, data points 

were reconstructed from their K nearest neighbors, 

as measured by Euclidean distance. 

 

C.  LLE Algorithms 

 

 

IV. LLE+K-Means 
Roweis and Saul (2000) have recently 

proposed [36]an unsupervised learning algorithm of 

low dimensional manifolds, whose goal is to recover 

the non linear structure of high  dimensional data. 

The idea behind their local linear embedding 

algorithm is that nearby points in the high 

dimensional space remain nearby and similarly co-

located in the low dimensional embedding. Starting 

from this intuition each data point xi  (i = 1; n) is 

approximated by a weighted linear combination of 
its neighbors (from the nature of these local and 

linear reconstructions the algorithm derives its 

name). In its base formulation, the LLE algorithm 

finds the linear coefficients wij by minimizing the 

reconstruction 

wh
ich k ¢ k is the Euclidean norm. For each xi the 

weights wig are enforced to sum to one and are 

equal to zero if a point ax does not belong to the set 

of k neighbors for xi. The same weights that 

characterize the local geometry in the original data 

space are supposed to reconstruct the data points in 

the low dimensional embedding. The n coordinates 

are then estimated by minimizing the cost function: 

for reconstructing it by its k neighbors, as in the first 

step of LLE. LLE is an unsupervised, non-iterative 

method, which avoids the local minima problems 

plaguing many competing methods (e.g. those based 

on the EM algorithm)  

 
This formula is applied in this proposal on 

five available data sets: namely Iris, Wine, Zoo, 

Cancer, and Drosophila. Consider a set of input data 

vectors X =(x1, ··· ,xn) in high dimensional space. 

For simplicity, the data is centered in the 

preprocessing step, so that  the 
standard K-means clustering is to minimize the 

clustering objective function [11]. 

 

Where the matrix is the cluster 

indicator:  if xi belongs to the k-th cluster, 

. Suppose the data consist of real-valued 

vectors , each of dimensionality D, sampled 
from some smooth underlying manifold. It 

characterizes the local geometry of these patches by 

linear coefficients that reconstruct each data point 

from its neighbors. In the simplest formulation of 

LLE, one identifies nearest neighbors per data point, 

as measured by Euclidean distance. 

                                 

 
 

V. EXPERIMENT AND RESULT 
In this section it describes about the 

experiments evaluate the Performance of LLE and 

LLE +k -means in Dimension reduction   and   

compare with LDA+K-means, used widely in gene 

data sets. 

 

VI. DATASET DESCRIPTION 
The proposed work has been implemented 

and tested on five public available different gene 

data sets namely Iris, Breast Cancer, Drosophila, 

Wine, and Zoo. 

The descriptions of these datasets are as 

follows. 

 Five datasets including Iris, Wine, Drosophila, 

cancer and Zoo  

 Zoo gene describes the animal’s hair, 

feathers, eggs, milk, airborne, back bone, fins, tails 

etc. 

 Iris gene describes the flowers sepal length, 

sepal width, petal length, petal width it’s a 

multivariate. The attribute used is real. 

 

1. Compute the neighbors of each data point Xi 

2. Compute the Weights Wij that best reconstruct      

each data point Xi from its neighbors      

Minimizing the cost by constraints linear fits. 

3. Compare the vectors Yi best reconstructed by  

the weights Wij      Minimizing the quadratic      

form     by its bottom nonzero eigen vectors.  



 J.Shalini, R.Jayasree, K.Vaishnavi / International Journal of Engineering Research and 

Applications (IJERA) ISSN: 2248-9622   www.ijera.com 

Vol. 3, Issue 3, May-Jun 2013, pp. 

886 | P a g e  

 Drosophila describes concise genomic, 

proteomic, transcriptomic, genetic and functional 

information on all known and predicted human 

genes. 

 Breast Cancer describes tumour size, Class: 

no-recurrence-events, recurrence-events, age, 

menopause, and inv-nodes6. Node-caps, Breast-
quad: left-up, left-low, right-up, right-low, central.      

Wine data describes the attribute about Alcohol, 

Malic acid, Ash Alkalinity of ash, Magnesium, 

Total phenols, Flavanoids, Nonflavanoidphenols, 

Proanthocyanins. 

 

Table 1: Data set Description 

 

 

Table 2.  

Clustering accuracy table on UCI dataset. The 

results are  obtained by averaging5 trials of 

LLE+ K-means 

          

 
Fig 2:  k-means clustering with Iris 
 

 
Fig 3:  LDA+ k-Means with Iris Data set 

 

 
Fig 4: LLE+k-means clustering 

 

 
Fig 5: K-Means clustering with wine Data set 

With Iris Dataset 

 

 
Fig 6: LDA-k means clustering 

 

 
Fig7: LLE+K means clustering with wine Dataset                                   

VII. RESULT ANALYSIS 

Datasets #Samples #Dimensions #Class 

Iris 150 4 3 

Wine 178 13 3 

Zoo  101 18 7 

Breast 

Cancer 286 9 4 

Drosophila 163 4 3 
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All the above datasets have labels. View all the 

labels of the datasets as the objective knowledge on 

the structure of the datasets and use accuracy as the 

clustering performance measure. Accuracy 

discovers the one-to-one relationship between 

clusters and classes and measures the extent to 

which each cluster contains data points from the 
corresponding class and it has been used as 

performance measures for clustering analysis. 

Accuracy can be described 

 

 
Where n is the number of data points, Ck denotes 
the k-the cluster, and Lm is the m-the 

class.  Is the number of data points that 

belong to class m are assigned to cluster k. Accuracy 

is then computed as the maximum sum of 

 for all pairs of clusters and classes, and 
these pairs have no overlaps. On the five datasets 

data repository, it compares the LLE-Km algorithm 

with standard K-means algorithm. This work is also 

comparing it with PCA-based clustering algorithm: 

clustering. This shows that LLE-Km clustering is 

viable and competitive. The subspace clustering is 

able to perform the subspace selection and data 

reduction. Note that LLE-Km is also able to 

discover clusters in the low dimensional subspace to 

overcome the curse of dimensionality. 

 
IX. CONCLUSION 

The performance of dimension reduction 

techniques with k-means clustering method using 

real different gene data sets was compared. In this 

thesis, considered various properties of data sets and 

data preprocessing procedures, and have confirmed 

the importance of preprocessing data prior to 

performing core cluster analysis. All clustering 

methods were affected by data dimension and data 

characteristics, such as the overlapping between 

clusters and the presence of noise. In particular the 

LLE + k m which are commonly used to reduce the 
dimension of data, The future extension of this work 

can be done via some other preprocessing 

techniques. 
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