
Jamuna .A, Vinodh Ewards S.E / International Journal of Engineering Research and 

Applications (IJERA) ISSN: 2248-9622   www.ijera.com 

Vol. 3, Issue 2, March -April 2013, pp.1324-1328 

1324 | P a g e  

Efficient Flow based Network Traffic Classification using  

Machine Learning 
 

Jamuna .A*, Vinodh Ewards S.E** 
*(Department of Computer Science and Engineering, Karunya University, Coimbatore-114) 

** (Assistant Professor, Department of Computer Science and Engineering, Karunya University) 

 
Abstract 

Traffic classification based on their 

generation applications has a very important role 

to play in network security and management. The 

port-based prediction methods and payload-based 

deep inspection methods comes under Traditional 

methods. The standard strategies in current 

network environment suffer from variety of 

privacy issues, dynamic ports and encrypted 

applications. Recent research efforts are focused 

on traffic classification and Machine Learning 

Techniques and of which machine learning is used 

for classification. This paper conducts a flow 

based traffic classification and comparison on the 

various Machine Learning (ML) techniques such 

as C4.5, Naïve Bayes, Nearest Neighbor, RBF for 

IP traffic classification. From this C4.5 Decision 

Tree gives 93.33% accuracy compare with other 

algorithms. The two methods are used Full 

Feature selection and Reduced feature set for 

classification. From this classification the Reduced 

feature selection gives good result.  
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Bayes,, Machine Learning (ML), Nearest 
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I. INTRODUCTION 
Network Traffic classification has strained 

important consideration over the past few years. 

Classifying traffic flows by their generation 

applications plays very essential task in network 

security and management, such as, lawful 
interception and intrusion detection, Quality of 

Service (QoS) control. Conventional traffic 

classification methods [1] include the port-based 

prediction methods and payload-based deep 

inspection methods. In current network environment, 

the conventional methods suffer from a number of 

practical problems such as dynamic ports and 

encrypted applications. Recent research efforts have 

been absorbed on the application of machine learning 

techniques to traffic classification constructed on 

flow statistical features. It can instinctively search for 

and describe practical structural patterns in a supplied 
traffic dataset, which is helpful to logically conduct 

traffic classification. The flow statistical feature 

founded traffic classification can be understood by 

using supervised classification algorithms or 

unsupervised classification (clustering) algorithms.  

 

 

Every ML algorithm has a different approach to 

classify and order the set of features, which runs to 

different dynamic behaviors during training and 
classification. ML has two categories, namely 

Unsupervised and Supervised Learning. The 

supervised traffic classification is classified into two 

different types: parametric classifiers, such as C4.5 

decision tree [2], SVM [3], Naïve Bayes, Bayesian 

network [4], Naïve bayes Tree [5] [19] and non-

parametric classifiers such as Nearest Neighbor (k-

NN) [6]. The Unsupervised clustering techniques 

include basic K-Means, DBSCAN, and EM. By using 

supervised classification algorithms or unsupervised 

cluster classification algorithms, the flow based 

statistical feature traffic classification can be done.  
In this paper 5 ML algorithms are compared with full 

featured and reduced feature dataset. We also provide 

some vision into the qualities of ML traffic 

classification by describing 43 practical flow 

features. These 43 practical flow features are used 

within IP traffic classification, and further reduce the 

number of features using Correlation-based feature 

reduction algorithms. We strengthen that a similar 

level of classification accuracy can be achieved when 

using several different algorithms with the similar set 

of features and training/testing data. On the basis of 
computational performance the algorithms can be 

differentiated.  

1. Feature reduction improves the computational 

performance by reducing the number of features 

needed to identify traffic flows. 

2. Feature reduction does not reduce the classification 

accuracy as much as it improves the performance. 

 

3.  We find that different ML algorithms (Bayes Net, 

Naïve Bayes Tree, Nearest Neighbor and C4.5, RBF) 

present very similar classification accuracy. [2] 

 

II. RELATED WORK 
2.1 Supervised Learning 

The supervised traffic classification is 

classified into two different types: parametric 

classifiers, such as C4.5 decision tree [2], SVM [3], 

Naïve Bayes, Bayesian network [4] [19], Naïve bayes 

Tree [5] and non-parametric classifiers such as 

Nearest Neighbor (k-NN) [6]. The supervised traffic 

classification procedures analyze the supervised 
training data and yield an inferred function which can 

calculate the output class for any testing flow. In 
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supervised traffic classification, appropriate 

supervised training data is a general assumption. To 

address the difficulties suffered by payload-based 

traffic classification, such as user data privacy and 
encrypted applications, Moore and Zuev [7] realistic 

the supervised naive Bayes techniques to classify 

network traffic created on flow statistical features. 

Bernaille and Teixeira [8] intended to use only the 

packet size of an SSL connection to identify the 

encrypted applications. Este et al. [9] applied one 

class SVMs to traffic classification and turned-out an 

easy optimization algorithm for every set of SVM 

working parameters. These works use parametric 

Machine Learning algorithms, which require a severe 

training procedure for the classifier parameters and 
need the re-training for new discovered applications. 

There are a few works using non-parametric machine 

learning algorithms. Nguyen and Armitage [10] 

intended to conduct traffic classification based on the 

recent packets of a flow for real-time purpose. Auld 

et al. [4] protracted the work of [7] with the 

application of Bayesian neural networks for exact 

traffic classification. Roughan et al. [6] have verified 

NN and LDA methods for traffic classification using 

five categories of statistical features. Kim et al. [3] 

broadly compared host behavior based BLINC 

method, ports-based CorelReef method and seven 
mutual statistical feature based methods using 

supervised algorithms on seven distinct traffic traces. 

 

2.2 Unsupervised Learning 

The Unsupervised clustering techniques are 

basic K-Means, DBSCAN, AutoClass and EM. The 

unsupervised methods (or clustering) finds cluster 

structure in unlabeled traffic data and allocate any 

testing flow to the application-based class of its 

nearest cluster. Erman et al. [11] compared the k-

means, DBSCAN and AutoClass algorithms for 
traffic clustering on two experimental data traces. 

The experimental research displayed that traffic 

clustering can produce high-purity clusters when the 

number of clusters is set as much superior as the 

number of real applications. In general, the clustering 

techniques can be used to find out traffic from before 

unknown applications [12]. Zander et al. [13] 

exhausted AutoClass to group traffic flows and 

intended a metric called intra-class homogeneity for 

cluster evaluation. Erman et al. [14] intended to help 

a set of supervised training data in an unsupervised 
approach to address the difficult of mapping since 

flow clusters to real applications. However, the 

mapping method will yield a great proportion of 

„unknown‟ clusters, particularly when the supervised 

training data is very small. Wang et al. [15] intended 

to incorporate statistical feature founded flow 

clustering with payload signature matching method, 

so as to eliminate the constraint of supervised 

training data. Finamore et al. [16] shared flow 

statistical feature based clustering and payload 

statistical feature based clustering for mining 

unidentified traffic. But, the clustering methods 

suffer from a problem of mapping from a large 

number of clusters to real applications. This problem 
is very complicated to solve without knowing any 

information about real time applications. 

 

III. SYSTEM MODEL 
Several research papers in different 

mechanisms have used ML classifier [17]. 

Comparison is made between five ML algorithms 

(Nearest Neighbor, C4.5, Bayes Net, Naive Bayes, 

RBF). The development of real time internet traffic 
dataset is used to classify seven applications, which 

are WWW, E-MAIL, CHAT, P2P, FTP, IM (Instant 

Message), VoIP. This work uses Tcpdump tool for 

capturing the packet from the network. The Netmate 

tool is used for calculating flow statistical features. 

The first process is to capture the IP packets crossing 

a computer network and constructs traffic flows by IP 

header inspection. A flow consists of Src_ip, Dest_ip, 

Protocol, Dest_port, Sorc_port. Features 

Extraction/Selection is used to extract the statistical 

features to represent each flow. Classification with 
WEKA is done with various ML algorithms.  

 
Fig 1:  Experimental Flow 

 

Network traffic is represented using flow-based 

features. In this case, each network flow is described 

by a set of statistical features. Here, a feature is a 

descriptive statistic that can be calculated from one or 
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more packets. To this end, NetMate [18] is employed 

to process data sets, generate flows and compute 

feature values. Flows are bidirectional and the first 

packet seen by the tool determines the forward 
direction. Additionally, flows are of limited duration. 

UDP flows are terminated by a flow timeout. TCP 

flows are terminated upon proper connection 

teardown or by a flow timeout, whichever occurs 

first. The TCP flow time out value employed in this 

work is 600 seconds. The flows as defined by the 

features, we extract a similar set of features as shown 

in Table 1. 

 

Table 1: Features used by the selected previous ML 

works for traffic classification 

Ref Features employed for classification 
[12] Number of packets, packet length and inter arrival 

statistics, flow duration. 

[6] Flow duration statistics, data volume, number of 

packets per flow 

[5,19,20] 249 features including port, flow duration and inter-

arrival statistics, packet length 

[2,21] Protocol, duration, volume in bytes and packets, 

packet length and inter arrival statistics. 

[22] Percentage of IP packets with certain sizes and 

percentage of flows with certain packet sizes and 

duration, protocol layer ports 

[6][23] Packet length statistics, window size, byte ratio of 

received packets, number of packets per flow, 

transport protocol 

 

IV. INTERNET TRAFFIC DATASET 
In this work, a packet capturing tool, 

Tcpdump is used to capture the real time internet 

traffic from Karunya University net. Tcpdump tool is 

a network packet analyzer which captures the 

network packets. In this process of developing 

datasets, two datasets are obtained 1. Full Feature 

dataset, 2. Reduced dataset. In both the datasets seven 

internet applications are taken into account such as 

WWW,E-MAIL,FTP,P2P,IM,VOIP,CHAT. These 
datasets include 3500 samples.  

4.1 Feature Selection 

Our complete full feature data set contains 44 

different features as found by using Netmate tool, 

each of which has varied distribution in the datasets 

and different collection/computation cost has been 

associated with it. The features such as, minimum, 

maximum, mean, standard deviation number of 

packets sent in forward and backward direction, 

average packets, packet size, duration etc. In reduced 

feature, dataset is obtained from full feature dataset 

using cfsSubsetEval evaluator and Best First search 
in the attribute selection filter of Weka tool. For our 

work, we have used 2.27 GHz core i3 CPU 

workstation with 4 GB of RAM and Ubuntu 12.04 

operating system. 

V. IMPLEMENTATION AND RESULT ANALYSIS 
A. Methodology 

In this work, Weka tool [24], which is a well 

known data mining tool, is used for implementing IP 

traffic classification with five different ML 

algorithms. The Classification accuracy, Training 

time, recall and precision values [25] of individual 

internet application samples are employed in order to 
evaluate performance of all these 5 machine learning 

or classifiers. All these parameters are defined as 

follows:  

 Accuracy: Bytes of packets are carried by  

the correctly classified flows  

 Training Time: The total time occupied for 

training of a machine learning classifier 

 True positive (TP): The Recall or True     

Positive rate (TP) is the proportion of 

positive cases that were correctly identified.  

 True Negative (TN): The true negative rate 
(TN) is defined as the proportion of 

negatives cases that were classified correctly 

 False Positive (FP): The false positive rate 

(FP) is the proportion of negatives cases that 

were incorrectly classified as positive  

 False Negative (FN): The false negative rate 

(FN) is the proportion of positives cases that 

were incorrectly classified as negative.  

 Recall =TP/(TP+FN)*100 %  

 Precision (P) is the proportion of the 

predicted positive cases that were correct, 
Precision = TP/(TP+FP)*100% 

 

B. Results and Analysis 

The Result shows that, in case of full feature 

dataset, Bayes Net Classifier provides the better 

accuracy which is 82.33 %, C4.5 provides the higher 

accuracy which is 93.33%. The algorithms such as 

Bayesian Network, Naïve Bayes, Nearest Neighbor, 

C4.5, RBF Decision Tree are shown in Fig1. Among 

these algorithm C4.5 decision tree gives high 

accuracy (93.55%) for traffic classification. The 
Training Time of this algorithm is 0.05 seconds when 

compared with other algorithms.  

 
Fig2: Traffic Classification using C4.5 Decision Tree  

The Fig2 shows the analysis of Metrics True Positive, 

True Negative, False Positive, Precision and Recall.  

Table 2: Classification Accuracy and Training Time -

Full Feature dataset 
ML 

Classifiers 

NN C4.5 RBF Bayes 

Net 

Naïve 

Bayes 

Classification 76.23 80.23 71.12 82.33 68.31 
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Accuracy % 

Training  

Time (sec) 

15 7 125 20 17 

Table 3: Classification Accuracy and Training Time - 

Reduced Feature set 
ML 

Classifiers 

NN C4.5 RBF Bayes 

Net 

Naïve 

Bayes 

Classification 

Accuracy % 

80.2 93.33 68.25 78.32 70.13 

Training 

Time (sec) 

5 1 53 15 7 

Table 2 and 3 shows the result analysis of Accuracy 

of traffic classification using Nearest 

Neighbor,C4.5,RBF,Bayes Net, Naïve Bayes 

algorithm. 

 
Fig3: Classification accuracy of full featured dataset 

and Reduce Feature dataset 

Fig3 shows comparison of full feature dataset and 

reduced feature dataset. From these results, for the 

full featured dataset the Nearest Neighbor algorithm 

gives better performance than other RBF and Naïve 

Bays.  

 
Fig4: Recall – Full Feature Dataset 

 
Fig5: Recall – Reduced Feature Dataset 

 

Fig 4 and 5 shows the result for recall for both full 

feature dataset and reduced feature dataset.  In both 

the cases C4.5 decision tree have high value compare 

to other two ML algorithms. 

 
Fig 6: Precision – Full Feature Dataset 

 
Fig 7: Precision – Reduced Feature set 

The fig 6 and 7 shows the result Precision values for 
full featured datasets. In both the results the C4.5 

decision tree algorithms have good accuracy. 

 

VI. CONCLUSION 
In this paper we identify that real-time 

traffic classifiers will work under constraints, which 

limit the number and type of features that can be 

calculated. On this source we define 43 flow features 

that are simple to compute and are well implicit 
within the networking community. We estimate the 

classification accuracy and computational 

performance of C4.5, Nearest Neighbor,Bayes 

Network, and Naïve Bayes algorithms using the 43 

features and with one  reduced feature sets and 

feature selection set. We find that better difference of 

algorithms can be found by examining computational 

performance metrics such as build time and   

classification speed. In comparing the classification 

speed, we find that C4.5 is intelligent to classify 

network flows faster than the remaining algorithms. 

We found RBF to have the slowest classification 
speed compared with Bayes Net, NB, NN and 

C4.5.Build time found RBF to be slowest by a 

considerable margin. Early, ML techniques relied on 

static offline analysis of previously captured traffic. 

More recent work begins to address the requirements 

for practical ML-based real-time IP traffic 

classification in operational networks. It shows the 

various Data Traces and Features. The Table 1 and 2 
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shows how ML techniques out performs the other 

algorithms with the accuracy. 
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