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Abstract 
The web is diffusing day to day as the number of 

users are increasing. Nowadays, end users always 

interested to extract meaningful information 

from the surplus of accessible Web resources on 

time. This leads to many problems such as 

information overload, irrelevant information 

supply. Filtering irrelevant information is a key 

issue there are many solutions, among them 

personalization of information services on the 

Semantic Web offers a promising solution to 

alleviate these problems, and to customize the 

web environment according to user’s information 

needs, interests and preferences. Explicit user 

profiles are determined and maintained with the 

help of XML. This helps the search engine 

presenting the most relevant and expected results 

to the user.  

 

Key wards: User profiles, Semantic web, 

Personalization 

 

Introduction 
Web personalization can be defined as any 

action that customizes the information or services 

provided by a web site to an individual user, or a set 

of users, based on knowledge acquired by their 

navigational behavior, recorded in the web site’s 

logs, in other words, its usage. This information is 

often combined with the content and the structure of 

the web site, as well as the interests/preferences of 

the user, if they are available. The web 

personalization process is illustrated in Figure 

 
 

 

above mentioned sources of information as input to 

pattern discovery techniques; the system tailors the 

provided content to the needs of each visitor of the 

web site. The personalization process can result in 

the dynamic generation of recommendations, the 

creation of index pages, the highlighting of existing 

hyperlinks, the publishing of targeted 

advertisements or emails, etc 

 
Recommender Systems – A guidance based system 

tries to automatically recommend hyperlinks that are 

deemed to be relevant to the user’s interests, in 

order to facilitate access to the needed information 

on a large website. It is usually implemented on the 

Web server, and relies on data that reflects the 

user’s interest implicitly (browsing history as 

recorded in Web server logs) or explicitly (user 

profile as entered through a registration form or 

questionnaire). This approach will form the focus of 

our overview of Web personalization. 

 

Different Ways to Compute 

Recommendations 
Content-based filtering systems are solely based 

on individual users' preferences. The system tracks 

each user's behaviour and recommends them items 

that are similar to items the user liked in the past. 

 

Collaborative filtering systems invite users to rate 

objects or divulge their preferences and interests and 

then return information that is predicted to be of 

interest for them. This is based on the assumption 

that users with similar behaviour (for example users 

that rate similar objects) have analogous interests. 

 

In rule-based filtering the users are asked to answer 

to a set of questions. These questions are derived 

from a decision tree, so as the user proceeds on 
answering them, what she/he finally receives as a 

result (for example a list of products) is tailored to 

their needs. Content-based, rule-based and 

collaborative filtering may also be used in 

combination, for deducing more accurate 

conclusions. 

For example, lazy modeling is used in 

collaborative filtering which simply stores all users’ 

information and then relies on K-Nearest-Neighbors 

(KNN) to provide recommendations from the 

previous history of similar users. Frequent itemsets, 

a partitioning of user sessions into groups of similar 
sessions, called session clusters or user profiles can 
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also form a user model obtained using data mining. 

Association rules can be discovered offline, and 

then used to provide recommendations based on 

web navigation patterns.  

 Among the most popular methods, the ones 

based on collaborative filtering and the ones based 
on fixed support association rule discovery may be 

the most difficult and expensive to use. This is 

because, for the case of high-dimensional and 

extremely sparse Web data, it is difficult to set 

suitable support and confidence thresholds to yield 

reliable and complete web usage patterns. Similarly, 

collaborative models may struggle with sparse data, 

and do not scale well to a very large number of 

users. 

Several methods for extracting keywords 

that characterize web content have been proposed. 

The similarity between documents is usually based 
on exact matching between these terms. The need 

for a more abstract representation that will enable a 

uniform and more flexible document matching 

process imposes the use of semantic web structures, 

such as ontologies. By mapping the keywords to the 

concepts of an ontology, or topic hierarchy, the 

problem of binary matching can be surpassed 

through the use of the hierarchical relationships 

and/or the semantic similarities among the ontology 

terms, and therefore, the documents. 

 
User profiling: In the Web domain, user profiling is 

the process of gathering information specific to each 

visitor, either explicitly or implicitly and 

representation of the user within the system. It is the 

first challenge to a personalized search system. A 

user profile includes demographic information about 

the user, their interests and even their behavior when 

browsing a Web site. This information is exploited 

in order to customize the content and structure of a 

Web site to the visitor's specific and individual 

needs. 

 
Semantic Web: "The Semantic Web is an extension 

of the current web in which information is given a 

well-defined meaning, better enabling computers 

and people to work in cooperation." 

 The users’ navigation in a web site is 

typically content-driven. The users usually search 

for information or services concerning a particular 

topic. Therefore, the underlying content semantics 

should be a dominant factor in the process of web 

personalization. SEWeP (standing for Semantic 

Enhancement for Web Personalization), a web 
personalization framework that integrates content 

semantics with the users’ navigational patterns, 

using ontologies to represent both the content and 

the usage of the web site. The whole process bridges 

the gap between Semantic Web and Web 

Personalization areas, to create a Semantic Web 

Personalization system. 

 

The three stages in User Modeling 
Stage-1: Collecting the Input Data 

The Two Paradigms: - Explicit vs Implicit 

essentially, we have to have a model for collecting 
feedback from the user on various items. In Explicit 

User Modeling, the user is explicitly asked to rate 

his likeness for various items. The system records 

the ratings given by the users and analyze then to 

deduce future likeness for new items. In Implicit 

User Modeling, the system automatically gathers 

information about an user's interests and needs. 

 

Time relevance of data collected: - Often the user 

is searching to quench an immediate information 

thirst, which will typically last for a short time span, 
as soon as this information need is done with, the 

user will generally be not interested in such 

information any more. To maximize the benefit for 

the user in such cases through implicit user 

modeling, propose an eager implicit feedback. That 

is, as soon as any new evidence has been collected, 

the systems belief on the information need about the 

user is updated, and the system then responds with 

updated model. Such a model however, increases 

the real time computational requirements and may 

not be scalable. 

 
Surfing History Data for user profiling may be 

gathered from the surfing history and surfing 

behavior of the user. This includes time of visits, 

last visits, frequency of visits, number of outlinks 

followed, scrolling patterns, dwelling time, mouse 

clicks, mouse focuses etc. 'Curious browsers' have 

been designed to collect such data automatically and 

implicitly wile the user surfs the net. Human-

Computer Interaction systems may be employed to 

gather more of such data, like eye movements and 

eye-focus. Snippets gathered from page title, text 
contents also give valuable clues. Surfing history for 

an user may also include query history and output 

URLs selected by the user in the past. 

 

User Bookmarks The bookmarks of a user are a 

form of explicit feedback by the user and are a very 

accurate source for gathering feedback. 

 

Client Data The IP address of a user gives us the 

first clue towards personalization. As soon as we 

have geographic classification of the user, we can 

present him with a personalized page that might 
contain weather information, local news etc. Such is 

geographic personalization. Even access methods 

(browser and OS used) could be used to weakly 

infer some personalization features. 

 

External Client Side Data The data stored in a 

client's desktop could be used to infer 

personalization goals. This data may comprise of 

documents and emails in the harddrives, most 

frequented softwares etc. 
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Stage-2: Inferring Profiles 

Preprocessing the collected data The collected 

data has to be cleaned first. The system has to be 

able to identify the user and track sessions. Log-in 

forms and cookies are simple enough to identify 

user. 

 

Profiling Finally we attempt to build the profile. 

We can employ Machine Learning algorithms, 

statistical analysis etc. Domain knowledge and 

ontologies can be incorporated in user inferring 

profiles. Also, it is necessary to continuously update 

the user profiling. Some common models are 

clustering text (clustering is assigning items to 

groups), classification/decision trees, discovery of 

association rules, temporal pattern discovery, 

probabilistic models. 

 
Figure. Link between user preferences and search 

space 

 

Approaches for inferring profiles may be 

generalized into two categories. Offline approaches 

pre-process history information mining relationships 

between queries and documents visited by users. 

Online approaches use these data as soon as they are 

available. Online approaches are more dynamic and 
updated. But offline approaches can employ more 

complex algorithms because there is no pressure to 

meet urgent time restrictions. 

 

Stage-3: Profile Representation 

Categories The user profile may be conceptualized 

as a mapping of queries to categories. The internet 

directories may be used for a hierarchical 

categorization of the web. The ODP is the most 

popular directory, along with a search engine. As 

we shall see, a lot of systems have been 

experimented with the ODP as a base reference. 
Bag Of Words, List Of URLs In bag-of-words 

model, the user profile is simply an unordered 

collection of words. Such models can be built by 

applying naive Bayes classifiers. However, such a 

model is a very weak representation of the user. So 

is the case with list of URLs model. Fitting in The  

User Modeling Component 
In personalized search systems the user 

modeling component can affect the search in three 

distinct phases: 

 

Part of retrieval process: The ranking is a unified 

process wherein user profiles are employed to score 

Web contents. This is computationally most 

demanding. 

 

re-ranking: user profiles take part in a second step, 

after evaluating the corpus ranked via non-

personalized scores. This is a client side approach. 

 

Query modification: User profiles affect the 
submitted representation of the information needs, 

e.g., query, modifying or augmenting it. 

 

Personalization as a separate ranking factor 
The idea is to use the 'distance' from the 

user profile to the output URL as a separate ranking 

factor. Thus, a second stage reranking is done on the 

top n results returned by the search engine. This 

reranking may be done with the profile as a bag of 
words as shown. They also show an innovative 

separation of the "permanent profile" from the 

current profile. The current profile more effectively 

reflects the immediate goals of an user session. 

Reranking may be done by exploiting the 

ODP as shown by. The profiles are topics from 

ODP, and reranking is done as per the conceptual 

similarity amongst the topics in profile and topics 

associated with each output URL. The misearch 

system was developed by Speretta and Gauch. User 

profiles are represented as weighted concept 

hierarchies. The ODP (Open Directory Project) is 
chosen as the base hierarchy. GOOGLE was chosen 

as the search engine. There is a wrapper built to 

anonymously monitor activities. Two types of data 

are collected for each user: the submitted queries for 

which at least one result was visited, and the 

snippets, i.e., titles and textual summaries, of the 

results selected by the user. A classifier trained on 

the ODPs hierarchy, chooses the concepts most 

related to the collected information, assigning higher 

weights to them. After a query is submitted to the 

wrapper, the snippets are classified into the same 
reference concept hierarchy. 

 

Outline the Solution 
In this project, we studied the problem of 

personalized search. While there is some existing 

related work, it is far from optimal. We attempt to 

address the issue How to personalize more elegant 

manner. 
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General Approach: 

 
   Figure. General 
approach for this project 

The major challenges for personalized 

search are two fold. The first is, using ontology to 

identify topics that might be of interest to a 

specific web user and building appropriate user 

profile. The second is how to utilize the user 

profile to improve search accuracy. Another 

important challenge is evaluation of experiments. 

There are no standard and bench mark datasets 

available on which experiments can be performed. 

This makes comparison with earlier work in the 

literature and replicating their results difficult. 
There are also no standard metrics available to 

effectively evaluate personalized search 

algorithms. Commonly used metrics in 

Information Retrieval systems are usually used. 

An important requirement for building 

personalized web search is to build user profiles 

that represent the users’ interests. There are two 

representations commonly used for user profiles. 

One is using frequently occurring words in user 

documents. This creates large profiles where 

profile terms have low precision and have 
insufficient context to determine the user interests. 

The other is using a pre-existing ontology such as 

DMOZ. 

 

Our User Modeling Approach 
Reference ontology and Interest score annotation 

for the concept. Our approach models the user’s 

profiles by reusing the knowledge available in the 

domain ontology that is why we named them 
ontology-user-profiles. Specifically, we propose a 

semantic model for each user that gives 

information about: Concepts in the The user 

context is represented using an ontological user 

profile, which is an annotated instance of 

reference ontology. The purpose of using 

Ontology is to identify topics that might be of 

interest to a specific Web user. Therefore, we 

define our ontology as a hierarchy of topics, where 

the topics are utilized for the classification and 

categorization of Web pages. The hierarchical 

relationship among the concepts is taken into 

consideration for building the ontological user 

profile as we update the annotations for existing 
concepts using spreading activation method. It is 

used to maintain the interest scores based on the 

user’s ongoing behavior. 

 
 

Figure. Portion of Ontological user profile where 

Interest    

 

Scores are updated on Spreading Activation 

The first challenge is building the user 

profile. Building the user profile itself is a huge 

research area called construction of User Profiles. 

In this project, user context refers to the context of 

past searches made by the user. Many kinds of 

context information can be potentially exploited. 

For example, explicit context, implicit context, 
short term context, long term context etc. Explicit 

context consists of information given by a user 

explicitly like one or more documents explicitly 

marked by a user to be relevant to him. Implicit 

context refers to any context information naturally 

available while a user interacts with a retrieval 

system. For example, if a user clicks a result 

among the list of results given for a query, the 

clicked result was probably found to be interesting 

to the user. While explicit context information is 

more reliable than implicit context, it is often not 
available because it requires extra effort from the 

user. Due to this, implicit context information 

became an interesting alternative.  
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Figure. Diagrammatic overview of this paper. 
The second major challenge identified is: re-

ranking to improve search results.  

The main goal of improving search results is to 

show more relevant results to the user on the top 

few results because a user mostly sees only the top 

few (typically 10) results.  

Our approach of re-ranking is as follows: 

We first retrieve results for a query from a major 
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search engine and consider the top few results and 

then compute a score for each document from the 

top few results based on the user profile of the 

corresponding user.  

Re-rank algorithm is utilized to re-rank 

the search results based on the interest scores and 
the semantic evidence in the user profile. A term 

vector r is computed for each document r € R, 

where R is the set of search results for a given 

query. The term weights are obtained using the 

tf.idf formula described earlier. To calculate the 

rank  score for each document, first the similarity 

of the document and the query is computed using a 

cosine similarity measure. Then, we compute the 

similarity of the. document with each concept in 

the user profile to identify the best matching 

concept.  

Once the best matching concept is 
identified, a rank score is assigned to the 

document by multiplying the interest score for the 

concept, the similarity of the document to the 

query and the similarity of the specific concept to 

the query. If the interest score for the best 

matching concept is greater than one, it is further 

boosted by a tuning parameter Once all documents 

have been processed, Then, we re arrange the 

documents in descending order of the score with 

respect to this new rank score. 

For re-ranking the results, we followed a 
common set up. User query is posed to a web 

search engine (Google) and top few results 

matching the query are retrieved. These top results 

are then reranked using the user profile1.  

We performed experiments on data 

extracted from query logs collected over 3 months 

by a popular search engine. We performed our 

experiments on 17 users from the query log. The 

first two months of data is used to learn a profile 

and the third month data is used for evaluation. 

Our experiments showed that our approaches 

outperformed the baseline with a wide margin. 
Our study of the same data has lead to some 

interesting observations closely related to the 

problem addressed in this project. This has also 

motivated us to see if clickthrough data can be 

created in dynamic way by simulating behaviour 

of users searching a search engine. We developed 

a basic system which performs the same. 

 

Results and Discussion 
This Project focused on building the User 

profile based on the reranking and assembly of the 

search results. User’s search query is first passed 

to a search engine such as Google and the 

resultant URL’s are stored as an initial reference 

results on the Users local machine. The search 

query along with the URL’s from the result is then 

passed as part of a request to another engine. This 

engine parses the ODP standard database. The 

engine takes the URL from the Google results, 

parses through the ODP standard database xml to 

identify the relevant categories and the 

corresponding URL matches. If there is a match of 

the URL with the ODP content, the corresponding 

ODP elements and XML structure are then 

reranked and stored as part of the Output which is 
the requisite User profile that we build. The data is 

stored as part of a Collections object within the 

Engine.  

Consistently over several rounds of 

search query and the corresponding ODP searches 

resulted in output user profiles of similar nature. 

The ODP database is not a comprehensive one 

which would have enabled us to run through 

multiple levels and search queries for better 

analysis and evaluation. The sample database was 

a rudimentary one having a small content for us to 

the search and parse. 
User Profiles that are built form a basis 

for future search optimization based on the interest 

levels of the user. The interface that we have built 

could be bettered through usage of JSP and 

Servlets. We built the whole interface as a Java 

command line based interface where higher user 

interaction and manual work is necessary. This is 

a limitation in terms of capturing the user clicks 

and getting to the desired URL and search 

category. 

Parsing technology and the engine have 
been built using the SAXParser that is available as 

part of the JDK standard library set. Also, a 

standard search engine such as google has been 

used. We have also used the much acclaimed 

Google Ajax search API for Java to actually 

interface with Google site and obtain the results. 

One limitation is the usage of the URL Connection 

object which actually can have some security 

implication. 

Definite enhancement is envisioned in 

terms of providing a better user interface, 

generation of the user profile with the application 
of the Spreading activation algorithm. 

 

Conclusion and Future work 
This Project develops a novel technique 

for web search personalization, where short-term 

context is taken into consideration, not only as 

another source of preference, but as a complement 

for long-standing user profiles, in order to aid in 

the selection of the context-relevant preferences 
that can produce more reliable and “in context” 

results. 

We have presented a framework for 

contextual information access using ontologies 

and demonstrated that the semantic knowledge 

embedded in an ontology combined with long-

term user profiles can be used to effectively tailor 

search results based on users' interests and 

preferences. The models and methods proposed in 

the project build upon a user profile representation 
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based on ontological concepts, which are richer 

and more precise than classic keyword or 

taxonomy based 

In our future work, we plan to continue 

evaluating the stability and convergence properties 

of the ontological profiles as interest scores are 
updated over consecutive interactions with the 

system. Since we focus on implicit methods for 

constructing the user profiles, the profiles need to 

adapt over time. Our future work will involve 

designing experiments that will allow us to 

monitor user profiles over time to ensure the 

incremental updates to the interest scores ac-

curately reflect changes in user interests. 
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