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Abstract 
Multiplier is the most commonly used circuit in the digital 

devices. Multiplication is one of the basic functions used in 

digital signal processing. Most high performance DSP systems 

rely on hardware multiplication to achieve high data throughput. 

There are various types of multipliers available depending upon 

the application in which they are used. Full Adder is the main 

block of power dissipation in multiplier. So reducing the power 

dissipation of full adder ultimately reduces the power dissipation 

of multiplier. In this paper 4-bit multipliers based on Gate 

Diffusion Input (GDI) adder cells are compared using EDA 

Tanner (Evaluation version), simulations are based on 180nm 

CMOS technology. 

Key Words: Multiplier, Gate Diffusion Input, CMOS, Full 

Adder, Low Power. 

I. INTRODUCTION 
With rapid development of portable digital applications, the 

demand for increasing speed, compact implementation, and low 

power dissipation triggers numerous research efforts [1]–[3]. To 

improve the performance of logic circuits, once based on 

traditional CMOS technology, resulted in the development of 

many logic design techniques during the last two decades, one 

form of logic that is popular in low-power digital circuits is pass-

transistor logic (PTL). Many PTL circuit implementations have 

been proposed in the literature [1], [2], [3]–[6]. 

Some of the main advantages of PTL over standard CMOS 

design are 1) high speed, due to the small node capacitances; 2) 

low power dissipation, as a result of the reduced number of 

transistors; and 3) lower interconnection effects [7], [8], due to a 

small area. 

However, most of the PTL implementations have two basic 

problems. First, the threshold drop across the single-channel pass 

transistors results in reduced current drive and hence slower 

operation at reduced supply voltages; this is particularly 

important for low-power design since it is desirable to operate at 

the lowest possible voltage level. Second, since the ―high‖ input 

voltage level at the regenerative inverters is not, the PMOS 

device in the inverter is not fully turned off, and hence direct-

path static power dissipation could be significant [2]. 

There are many sorts of PTL techniques that intend to solve the 

problems mentioned above [4]. 

1) Transmission gate CMOS (TG) uses transmission gate 

logic to realize complex logic functions using a small 

number of complementary transistors. It solves the 

 

 

 problem of low logic level swing by using PMOS as well as 

NMOS [1]. 

 

2) Complementary pass-transistor logic (CPL) features 

complementary inputs/outputs using NMOS pass-transistor logic 

with CMOS output inverters. CPL‘s most important feature is the 

small stack height and the internal node low swing, which 

contribute to lowering the power consumption. The CPL suffers 

from static power consumption due to the low swing at the gates 

of the output inverters. To lower the power consumption of CPL 

circuits, LCPL and SRPL circuit styles are used. Those styles 

contain PMOS restoration transistors or cross-coupled inverters 

(respectively). 

 

3) Double pass-transistor logic (DPL) uses complementary 

transistors to keep full swing operation and reduce the dc power 

consumption. This eliminates the need for restoration circuitry. 

One disadvantage of DPL is the large area used due to the 

presence of PMOS transistors. An additional problem of existing 

PTL is top-down logic design complexity, which prevents the 

pass transistors from capturing a major role in real logic LSIs [5]. 

One of the main reasons for this is that no simple and universal 

cell library is available for PTL-based design. 

After that a gate diffusion input (GDI) technique [9] was 

presented which solves most of the problems discussed above. 

The GDI approach allows implementation of a wide range of 

complex logic functions using only two transistors. This method 

is suitable for design of fast, low-power circuits, using a reduced 

number of transistors (as compared to CMOS and existing PTL 

techniques), while improving logic level swing and static power 

characteristics and allowing simple top-down design by using 

small cell library. 

 

This paper is organized as follows: basic GDI functions and their 

circuit principles in Section II. In section III some preliminaries 

and full adders based on GDI-XOR and GDI-XNOR gates are 

described [10]. In section IV, array and tree multiplication 

algorithms are discussed. In section V characteristics of 

multipliers are discussed. In section VI simulation results are 

compared. Some conclusion and references are finally drawn in 

VII and VIII respectively. 
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http://www.highereducationinindia.com/institutes/guru-ram-dass-institute-of-engineering--1695.php
http://www.highereducationinindia.com/institutes/guru-ram-dass-institute-of-engineering--1695.php


Navdeep Goel, Sukhreet Singh / International Journal of Engineering Research and Applications (IJERA)      

ISSN: 2248-9622   www.ijera.com 

Vol. 2, Issue 2,Mar-Apr 2012, pp.1488-1491 

1489 | P a g e  
 

 

II. BASIC GDI FUNCTIONS 

The GDI method is based on the use of a simple cell as shown in 

Fig. 1. At first glance, the basic cell reminds one of the standard 

CMOS inverter, but there are some important differences. 

 

1) The GDI cell contains three inputs: (common gate input of 

NMOS and PMOS), P (input to the source/drain of PMOS), and 

N (input to the source/drain of NMOS). 

 

2) Bulks of both NMOS and PMOS are connected to N or P 

(respectively), so it can be arbitrarily biased at contrast with a 

CMOS inverter.  

 
Fig 1: GDI basic cell. [9] 

It must be remarked that not all of the functions are possible in 

standard p-well CMOS process but can be successfully 

implemented in twin-well CMOS or silicon on insulator (SOI) 

technologies.  

Table I shows how a simple change of the input configuration of 

the simple GDI cell corresponds to very different Boolean 

functions.  

Most of these functions are complex (6–12 transistors) in CMOS, 

as well as in standard PTL implementations, but very simple 

(only two transistors per function) in the GDI design method. 

In this paper, most of the designed circuits were based on the F1 

and F2 functions. The reasons for this are as follows: 

 

1) Both F1 and F2 are complete logic families (allows realization 

of any possible two-input logic function). 

 

2) F1 is the only GDI function that can be realized in a standard 

p-well CMOS process, because the bulk of any NMOS is 

constantly and equally biased. 

 

3) When N input is driven at high logic level and P input is at 

low logic level, the diodes between NMOS and PMOS bulks to 

out are directly polarized and there is a short between N and P, 

resulting in static power dissipation. 

Table I Various Logic Functions Of GDI Cell for Different Input 

Configurations 

N P G Out Function 

0 B A A  B F1 

B 1 A A +B F2 

1 B A A+B OR 

B 0 A AB AND 

C B A A  B+AC MUX 

0 1 A A  NOT 

III. PRELIMINARIES 

A. Logic Equations for the Proposed Full Adder 

The full adder operation equations presented below can be stated 

as follows: given the three 1-bit inputs A, B and Cin which 

calculate two 1-bit outputs Sum, for sum and Cout, for carry out. 

    ………(1) 

   ……….(2) 

  ……….(3) 

  ………..(4) 

 

B. XOR and XNOR gates based on Gate-Diffusion-Input cell 

The XOR and XNOR gates based on GDI cells are applications 

of the GDI technique. As can be seen in Fig. 2, each of them 

requires only four transistors. Obviously, the proposed GDI XOR 

and XNOR gates use less transistors compared with the 

conventional CMOS counterparts 

 

 
Fig 2: (a) GDI XOR gate (b) GDI XNOR gate [10] 

C. Full Adders Based On Gate Diffusion Input XOR and 

XNOR Gates 
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According to the logic equations mentioned above and the GDI 

XOR and XNOR gates in Fig. 2, full adders can be designed in 

two patterns: GDI XOR full adder and GDI XNOR full adder. 

Each of the two full adders includes 10 transistors. 

 

1. GDI XOR full adder 

The transistor level implementation of GDI XOR full adder 

is shown in Fig. 3. This full adder consists of three modules—

two GDI XOR gates and a multiplexer. The Sum and Cout can be 

calculated using (1) and (4). In the worst case, Sum has 4-T delay 

while Cout has 3-T delay. However, due to the advantages of GDI 

cell, this circuit still can achieve its benefit of low power 

consumption. 

 
Fig 3: GDI XOR full adder [10] 

 

2. GDI XNOR full adder 

Fig. 4 is the GDI XNOR full adder which is another basic 

architecture of the application of GDI cells. This scheme also 

includes three modules. It contains two GDI XNOR gates and a 

multiplexer. In the worst route, Sum has 4-T delay and Cout has 

3-T delay. The Sum and Cout can be calculated from (2) and (4) 

respectively. 

 
Fig 4: GDI XNOR full adder [10] 

 

IV. MULTIPLICATION ALGORITHMS 
At the most basic level, digital multiplication can be seen as a 

series of bit shifts and bit additions, where two numbers, the 

multiplier and the multiplicand are combined into the final result. 

There are numerous multiplier implementations are existing 

some of them are good in terms of power dissipation and some 

have better performance in terms of delay. In this section 4-bit 

array and tree multiplier algorithms are discussed. 

1. Array Multiplier 

The notable characteristic about the array architecture is its 

regular structure, shown in figure 5. This has the advantage that it 

is very easy to lay out, as a single adder block and associated 

connections are replicated the width and depth of the array. An    

n × n array of AND gates can compute all the aibi terms 

simultaneously. The terms are summed by an array of ‗n [n - 2]‘  

full adders and ‗n‘ half adders. The delay of this block is a 

function of the number of rows [11], O(n), which is a big 

improvement over the simple-minded scheme of using 

conventional adders for each row 

 
Fig 5: Block diagram of 4×4-bit array multiplier [12] 

2. Tree multiplier 

In 1964, C.S. Wallace [13] observed that the later stages of 

the array structure must always wait for all the earlier stages to 

complete before their final values will be established. When 

performing a series of independent add operations, it is possible 

to create a structure which has less delay by performing the 

addition operations in parallel, where possible. The advantage of 

Wallace tree is speed because the addition of partial products is 

O (log N) where N is the number of summands. 

Fig. 6. 4 x 4 Tree Multiplier [14] 

V. CHARACTERISTICS OF MULTIPLIERS 
There are three main components of power consumption in 

digital CMOS VLSI circuits. 

1. Switching Power: consumed in charging and 

discharging of the circuit capacitances during transistor 

switching. 

2. Short-Circuit Power: consumed due to short-circuit 

current flowing from power supply to ground during 

transistor switching. This power more dominates in 

Deep Sub Micron (DSM) technology. 

3.  Static Power: consumed due to static and leakage 

currents flowing while the circuit is in a stable state. The 

first two components are referred to as dynamic power, 

since power is consumed dynamically while the circuit 
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is changing states. Dynamic power accounts for the 

majority of the total power consumption in digital 

CMOS VLSI circuits at micron technology [15], [16]. 

Pavg = Pdynamic + Pstatic 

= (PSwitching+PShort-Circuit)+PLeakage = ( 0 1× CL × Vdd
2 

× fclk) + (Isc × Vdd) + (Ileakage × Vdd) ………..(5) 

Where       = switching activity 

CL = load capacitance 

Vdd= supply voltage 

fclk= clock frequency 

Isc= short circuit current 

Ileakage= leakage current 

The first term and second term in (5) collectively represents the 

dynamic power. Under the circumstance of 180nm the static 

power loss is far less than its counterpart—dynamic power 

dissipation. Therefore, in most cases, the total power loss is 

approximate to dynamic power consumption, which is also 

considered to be related to the internal node capacitance and the 

probability of switching. 

VI. SIMULATION AND COMPARISON 
A. SIMULATION ENVIRONMENT: Array and tree 

multipliers based on GDI XOR and GDI XNOR adder cells 

are simulated in EDA Tanner (Evaluation version). All the 

results are obtained in 180nm CMOS process technology.  

B. COMPARISON: 4-bit array and tree multipliers are 

compared based on the parameters like dynamic power 

consumption, delay and number of transistors. Comparative 

analysis of 4-bit multipliers using GDI based adder cells 

working at 400MHz is done with 4-bit CMOS multiplier 

[17] as shown in the table II. Please pay attention to the 

shaded area which indicates minimum value in each column. 
 

Table II. Comparative analysis of 4-bit multipliers 

 

 

VII. CONCLUSION 

From the comparison table II, it is clear that GDI XNOR based 

tree multiplier has least power consumption at 400MHz and also 

it is most effective in terms of number of transistors required. 
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Number of 
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TREE 
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CMOS 
BASED            

2.12×10-4W 1.08ns 320 
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