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Abstract 
Image Inpainting is the art of filling in missing data in 

an image. The purpose of inpainting is to reconstruct 

missing regions in a visually   plausible  manner so 

that it seems reasonable to the human eye. There 

have been several approaches proposed for the same. 

The novel contribution of the paper is the  

combination of the inpainting techniques with the  

techniques of finding text in images and a simple 

morphological algorithm that links them. This  

combination results in an automatic system for text  

removal and image restoration that requires no user  

interface at all. Examples on real images show very 

good performance of the proposed system and the 

importance of the new linking algorithm. 
 

Index Terms— inpainting, text detection, mathematical 

morphology. 

 

1. INTRODUCTION 
Inpainting is the process of filling-in missing or damaged 

image information. Its applications include the removal of 

scratches in a photograph [1], repairing damaged areas in 

ancient paintings, recovering lost blocks caused by 

wireless image transmission, image zooming and super-

resolution [2],removing undesired objects from an image 

[3], or even perceptual filtering [4]. In the inpainting 

problem, the user has to select the area to be filled in, the 

inpainting region, since the areas missing or damaged in 

an image cannot be easily classified in an objective way. 

However, there are some occasions where this can be 

done. One such example, are the text characters printed 

in an image. Detecting and recognizing these characters 

can be very important in bi- modal search of internet data 

(image and text), and removing these is important in the 

context of removing indirect advertisements, and for 

aesthetic reasons. 

In this paper we deal with the problem of 

automatic inpainting-based image restoration after text 

detection and removal from images. That is, given an 

image with text characters how to detect the exact 

position of the characters in the  text, remove them and 

fill-in the resulting gaps via inpainting methods. 

Our contribution is a new system for automatic text 

detection and removal from images, that requires no user  

 

 

interaction. This system is important because the selection 

of the  area  to  be inpainted  has been done  manually by 

previous inpainting systems. 

 

2. BACKGROUND AND REVIEW OF 

INPAINTING 

For the inpainting problem it is essential to proceed to the 

discrimination between the structure and the texture of an  

image.  As structure  we  can define  the  main  parts  - 

objects of an image, whose surface is homogeneous without 

having any details. As texture we can define the details on 

the surface of the objects which make the images more 

realistic. 

 

3. OVERVIEW ON TEXT DETECTION 

Much research work has been carried out in the area of text 

detection and localization in both, images and video. 

Therefore, for a better understanding of the different 

methods, the main character features are described. 

Although hardly ever all of them are taken into account in 

the same method, some of them, such as contrast or colour 

homo geneity, are always present. Text extraction from 

images and video sequences finds many useful applications 

in document processing [5],  detection of  vehicle license 

plate, analysis of technical papers with tables, maps, charts, 

and electric circuits [6], identification of parts in industrial 

automation [7],and content- based image/video retrieval 

from image/video databases [8], [9]. Educational and 

training  video  and  TV  programs  such  as  news  contain 

mixed text-picture-graphics regions.Region classification is 

helpful in object-based compression, manipulation and 

accessibility. Also,text regions may carry useful 

information about the visual content. However due to the 

variety of fonts, sizes,styles, orientations, alignment effects 

of uncontrolled illuminations, reflections, shadows,the 

distortion due to perspective projection as well as the 

complexity of image background, automatic localizing and 

extracting text is a challenging problem.Characters in a text 

are of different shapes and structures. 

Text extraction may employ binarization [10], [5],[13] or 

directly process the original image [12], [13], [14]. In [9], a 

survey of existing techniques for page layout an analysis is 

presented.Mathematical morphology is a topological and 
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geometrical based approach for image analysis. It 

provides powerful tools for extracting geometrical 

structures and representing shapes in many applications.

 Morphological feature extraction 

techniques have been efficiently applied to character 

recognition and document analysis, especially if 

dedicated hardware is used.In this paper, we propose an 

algorithm for text extraction based on morphological 

operations 

 

4. SYSTEM FLOW 
In this paper, we propose a text detection algorithm 

that consists of following steps: 

 

1) Morphological edge detection 

2) Text feature filtering 

3) Text region binarization 

4) Applying Inpainting Algoritmms 

 

A. Step 1 - Morphological Edge Detection 

 

To perform the edge detection algorithm, we first 

convert the input RGB color image to a gray-scale 

intensity image Y using (1), where R, G, and B represent 

red, green and blue components of the input image. 

 

Y = 0.299R + 0.587G + 0.114B (1) 

 

The gray-scale image is then blurred using open-close 

and  close-open filters to reduce  false  edge  noise and 

over-segmentation. Structuring element used for this 

operation is a 3 by 3 8-connected element. Next, a 

morphological gradient detection operation is performed 

on the blurred image Ybl, as shown in (2). 

 

Y2 = MG(Ybl,B) = dilation(Ybl)-erosion(Ybl) (2) 

 

In order to get the threshold level of Y2, we use a global 

nonhistogram-based thresholding technique. The 

threshold level is determined by (3), where s is an edge 

detector  obtained  by applying central  difference  edge 

detection filter to Y2. [1] 

 

 
B. Step 2 - Text Feature Filtering 

In order to reduce the number of connected 

components that have to be analyzed, a close operation 

with a 5 by 5 structuring element is performed to the 

binary edgeimage obtained from Step 1. After the close 

operation, all connected components of the edge image 

are Screened with their  position,  size,and  area  

information.  A candidate  of letter should meet a set of 

constraints in size and shape. In our algorithm,we select 

connected components as letter candidates if the following 

requirements are met: 

 

1) Width of the bounding box < 0.5 image width 

2) Height of the bounding box < 0.3 image height 

3) 0.1 < center width of the bounding box < 0.9 

4) 0.3 < center height of the bounding box < 0.7 

5) Width vs. height ratio < 10 

6) Width of the bounding box > 10 pixels 

7) 0.1 < Connected component filled area over 

(width height of the bounding box) < 0.95 

8) Width of the bounding box > 10 pixels 

9)  0.1  <  Connected  component  filled  area  over  (width 

height of the bounding box) < 0.95 

 

After the first round filtering, it is expected that most 

of the non-letter components would be removed. So the 

majority of the remaining candidates should be letters with 

the same font and size. Based on this condition,we calculate 

the mean height hm of the bounding box of the remaining 

components, and remove any connected component with its 

height smaller than 0:6hm or greater than 1:8hm. 

 

C. Step 3 - Text Region Binarization 
Each remaining bounding box is used as a mask to the 

original gray-scale image. Otsu’s method [15] is used to 

obtain the threshold of the masked gray-scale image for 

binarization. Since each bounding box is relatively small 

compared  to  the  size  of  the  entire  image,  no  further 

adaptive thresholding method is implemented. Theoretically 

after this step, only stroked letters are left as the foreground, 

1, and the rest of the image would go to background, 0. 

 

D. Step 4 – Applying Inpainting Algorithms 

 

As a Final Step of our system,We now use these 

positions derived above as the inpainting area and apply 

any of the inpainting technic to remove the text from 

images.Result of step 3 is a binary image. Which works as a 

mask in inpainting technic. 

 
 

Figure 1  Original Image 
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Figure 2  Text Detection 

 
 

Figure 3  Inpainted Image 

 

5. EXPERIMENTAL RESULTS 
We present results of the system that we described 

above. It is important to note that, the system requires no 

user interaction,since both the text detection (inpainting 

region)  and  the  inpainting  process  are  being  done 

automatically.Fig. 1 is the Original Image which is to be 

inpainted   In   Fig.   2   we   used   Morphological   Text 

Extraction algorithm from [16] to detect the text position 

in  the images.  And  works  as  a  mask  in  inpainting 

algorithm.In Fig. 3   is the Final inpainted image after 

application  of  appropriate  inpainting  algorithms.  In 

general, an automatic system is needed to decide about 

the  appropriate inpainting method. 

 

6. CONCLUSIONS 
In this paper we dealt with the combined problems 

of inpainting and finding text in images. We have 

proposed a new simple morphological algorithm 

inspired from the reconstruction opening operation. This 

algorithm aptures all the pixels that correspond to text 

characters and thus its output can be considered as the 

inpainting region. By applying then an appropriate 

inpainting method, we have developed a system for 

automatic text removal and image inpainting. 
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