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Abstract— Self-resetting logic is a commonly used 

piece of circuitry that can be found in use with 

memory arrays as word line drivers. Self resetting 

logic implemented in dynamic logic families have 

been proposed as viable clock less alternatives. 

While these circuits can produce excellent 

performance, they display serious limitations in 

terms of area cost and power consumption. A 

middle of the road alternative, which can provide a 

good performance and avoid the limitations see in 

dynamic self resetting circuits, would be to 

implement self resetting behavior in static circuits. 

This alterative has been introduced recently as self 

resetting logic. The dynamic circuits are becoming 

increasingly popular because of the speed advantage 

over static CMOS logic circuits; hence they are 

widely used today in high performance and low 

power circuits. 

This paper says that by using this self 

resetting logic the low power VLSI circuits can be 

designed efficiently for counters. 

Keywords— High speed, VLSI, Self-resetting logic 

(SRL), topologies, power dissipation 

I. INTRODUCTION 

Dynamic logic circuits are widely used in 

modern low power VLSI circuits. These dynamic 

circuits are becoming increasingly popular because of 

the speed advantage over static CMOS logic circuits; 

hence they are widely used today in high performance 

and low power circuits. Normally in the design of flip-

flops and registers, the clock distribution grid and 

routing to dynamic gates presents a problem to CAD 

tools and introduces issues of delay and skew into the 

circuit design process [1]. There are situations that 

permit the use of circuits that can be automatically 

precharge themselves (i.e., reset themselves) after a 

prescribed delays. These circuits are called post charge 

or self-resetting logic which are widely used in memory 

decoders.  

A novel synthesis methodology to design and 

verify and implemented in SRL by taking advantage of 

the maturity of current CAD tools. Micro wind tool is 

efficiently used in this paper to verify the circuits 

having self resetting logic, and layouts are also 

implemented and simulated successfully. 

A fundamental difficulty with dynamic circuits 

is the monotonicity requirement. In the design of 

dynamic logic circuits numerous difficulties may arise 

like charge sharing, feed through, charge leakage, 

single-event upsets, etc. In this paper novel energy-

efficient self-resetting primitive gates followed by the 

design of adder logic circuits are proposed.  

Addition is a fundamental arithmetic operation 

that is generally used in many VLSI systems, such as 

application-specific digital signal processing (DSP) 

architectures and microprocessors [2]. This module is 

the core of many arithmetic operations such as 

addition/subtraction, multiplication, division and 

address generation. Such high performance devices 

need low power and area efficient adder circuits. So this 

paper presents a design construction for primitive gates 

and adder circuits which reduce delay and clock skew 

when compared to the dynamic logic adder 

implementation. The operation of primitive and adder 

circuits are elucidated and it is simulated using micro 

wind and LT-SPICE simulator and it is compared with 

dynamic logic circuit in terms of area, power 

dissipation and propagation delays at 45nm technology 

is carried out.  

II. LIMITATIONS OF DYNAMIC 

CIRCUITS 

In today‘s fast processing environment, the use 

of dynamic circuits is becoming increasingly popular 

[5]. Dynamic CMOS circuits are defined as those 

circuits which have an additional clock signal inputs 

along with the default combinational circuit inputs of 

the static systems. Dynamic systems are faster and 

efficient than the static systems.  
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The main problem is the potential for logic 

upset due to charge loss on a capacitor, and that is not 

acceptable to most designers. Charge may be lost via 

charge sharing, noise injection due to capacitive 

coupling, charge leakage, or -particle hits. Once lost, it 

cannot be recovered and the circuit ceases to function 

correctly [3]. Dynamic circuits suffer from charge 

sharing problem because of parasitic capacitances at 

different nodes of a circuit. This results in lower voltage 

levels at the output terminals. In such circuit designs 

redistribution of charges takes place leading to charge 

sharing problems. It is common to use several stages of 

dynamic circuits to realize a Boolean function. 

Although same clock is applied to all these stages, it 

suffers from delay due to resistance and parasitic 

capacitances associated with the wire that carry the 

clock pulse. This delay is approximately proportional to 

the square of the length of the wire [4]. As a result, 

different amount of delays are experienced at different 

points in the circuit and the signal state changes that are 

supposed to occur in coincidence may never actually 

occur at the same time [9]. 
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The general topology of dynamic circuit is 

depicted in the Fig. 1. The circuit operation is defined 

in two modes. They are precharge and evaluation mode. 

During the precharge phase (when clk =0), the output 

node of the dynamic CMOS stage is precharged to a 

high logic level, and the output of the CMOS inverter 

(buffer) becomes low. When the clock signal rises at 

the beginning of the evaluation phase, there are two 

possibilities: the output node of the dynamic CMOS 

stage is either discharged to a low level through the 

NMOS circuitry (1 to 0), or it remains high. 

Consequently, the inverter output voltage can also make 

at most one transition during the evaluation phase, from 

0 to 1. Regardless of the input voltages applied to the 

dynamic CMOS stage, it is possible for the buffer 

output to make a 1 to 0 transition during the evaluation 

phase. Fig. 2 shows the primitive gates using dynamic 

circuit. 

The largest difference between static and 

dynamic logic is that in dynamic logic, a clock signal is 

used to evaluate combinational logic. However, to truly 

comprehend the importance of this distinction, the 

reader will need some background on static logic. In 

most types of logic design, termed static logic, there is 

at all times some mechanism to drive the output either 

high or low. In many of the popular logic styles, such 

as TTL and traditional CMOS, this principle can be 

rephrased as a statement that there is always a low-

impedance path between the output and either the 

supply voltage or the ground. As a side note, there is of 

course an exception in this definition in the case of 

high impedance outputs, such as a tri-state buffer; 

however, even in these cases, the circuit is intended to 

be used within a larger system where some mechanism 

will drive the output, and they do not qualify as distinct 

from static logic. 

In contrast, in dynamic logic, there is not 

always a mechanism driving the output high or low. In 

the most common version of this concept, the output is 

driven high or low during distinct parts of the clock 

cycle. Dynamic logic requires a minimum clock rate 

fast enough that the output state of each dynamic gate is 

used before it leaks out of the capacitance holding that 

state, during the part of the clock cycle that the output is 

not being actively driven. Static logic has no minimum 

clock rate—the clock can be paused indefinitely. While 

it may seem that doing nothing for long periods of time 

is not particularly useful, it leads to two advantages: 

 Being able to pause a system at any time 

makes debugging and testing much easier, 

enabling techniques such as single stepping. 

 Being able to run a system at extremely low 

clock rates allows low-power electronics to 

run longer on a given battery. 

In particular, although many popular CPUs use 

dynamic logic 
[6]

, only static cores -- CPUs designed 

with fully static CMOS technology -- are usable in 

space satellites due to their higher radiation hardness
[7]

 

Dynamic logic, when properly designed, can be over 

twice as fast as static logic. It uses only the faster N 

transistors, which improve transistor sizing 

optimizations. Static logic is slower because it has 

twice the capacitive loading, higher thresholds, and 

uses slow P transistors for logic. Dynamic logic can be 

harder to work with, but it may be the only choice when 

increased processing speed is needed. Most electronics 

running at over 2 GHz these days require the use of 

dynamic, although some manufacturers such as Intel 

Fig. 1. Dynamic circuit 
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have completely switched to static logic to save on 

power 
[8]

. 

In general, dynamic logic greatly increases the 

number of transistors that are switching at any given 

time, which increases power consumption over static 

CMOS 
[8]

. There is several power saving 

techniques that can be implemented in a dynamic logic 

based system. In addition, each rail can convey an 

arbitrary number of bits, and there are no power-

wasting glitches. Power-saving clock gating and 

asynchronous techniques are much more natural in 

dynamic logic. 

III. SELF RESETTING CMOS DYNAMIC 

LOGIC 

Self-resetting logic is a commonly used piece 

of circuitry that automatically precharge themselves 

(i.e., reset themselves) after a prescribed delay. They 

find applications where a small percentage of gates 

switch in a cycle, such as memory decoder circuits. It is 

a form of logic in which the signal being propagated is 

buffered and used as the precharge or reset signal. By 

using a buffered form of the input, the input loading is 

kept almost as low as in normal dynamic logic while 

local generation of the reset assures that it is properly 

timed and only occurs when needed [6].  

A generic view of a self-reset logic is shown in 

Fig.2. In the domino case, the clock is used to operate 

the circuit. In the self-resetting case, the output is fed 

back to the precharge control input and, after a 

specified time delay, the pull-up is reactivated. There is 

an NMOS sub block where the logic function 

performed by the gate is implemented which is 

represented as NMOS_LF through which the input 

data‘s are loaded. The output of the gate F provides a 

pulse if the logic function becomes true. This output is 

buffered and it is connected to PMOS structure to 

precharge. The delay line is implemented as a series of 

inverters. The signals that propagate through these 

circuits are pulses. The width of the pulses must be 

controlled carefully or else there may be contention 

between NMOS and PMOS devices, or even worst, 

oscillations may occur.  

Self-resetting logic (SRL) can be classified as 

a variant of domino logic that allows for asynchronous 

operation. A basic SRL circuit is shown in Figure. A 

careful inspection of the schematic shows that the 

primary differences between this gate and the standard 

domino circuit are (a) the addition of the inverter chain 

that provides feedback from the output voltage Vout(t) 

to the gate of the reset pFET MR, and (b) the 

elimination of the evaluation nFET. 
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Fig.2.Basic Structure of a Self Resetting Logic 

Circuit 
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Fig (a) Precharge 
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Fig (b) Discharge 

 

Note that an odd number of inverters (3) are 

used in the feedback. As discussed below, the feedback 

loop has a significant effect on both the internal 

operation of the circuit and the characteristics of the 

output voltage. Precharging of Cx occurs when the 

clock is at a value Ф=0 and the circuit conditions are 
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shown in Figure (a). During this time, and which is 

identical to the event in a standard domino circuit. As 

we will see, the timing of the input signals precludes 

the possibility of a DC discharge path to ground by 

insuring that the inputs to all logic nFET are 0 during 

precharge. 

The voltage on the gate of MR is at a value of 

so that insures that MR is in cutoff during this time. The 

distinct features of SRL arise when a discharge occurs. 

The circuit conditions are shown in Figure (b). 

In this case, and charges to give an output 

voltage of this is fed through the triple-inverter chain to 

drive the gate voltage of MR to 0v after a delay of 

where is the delay through one inverter. 

 Since now we have that MR is active which 

allows to flow and recharge back up to a voltage of 

This action resets the output voltage to its original 

precharge value of giving the logic family its name: it 

automatically resets its output to 0.To gain a better 

understanding of the voltage transitions involved in a 

self-resetting logic gate, let us analyze the circuit shown 

in figure which implements the AO function 

 

IV. SRL PRIMITIVE GATES AND 

ADDERS 
This section presents the basic construction 

and simulation of primitive gates and adders. The cells 

shown in Fig. is a self-resetting implementation of 2-

input primitive gates. The logical functions are 

implemented by the NMOS stack with two input signals 

A and B. The delay path in this circuit is implemented 

with single inverter. The mechanism of self-resetting in 

this circuit is achieved through the PMOS transistors. 

The implementation of AND/OR can be obtained by 

placing the NMOS stack in series and parallel 

connection, whereas the gates NAND/NOR can be 

implemented with De Morgan‘s law, an OR gate with 

inverted input signals behaves as a NAND gate. 

Similarly an AND gate with inverted input signals 

behaves as a NOR gate [8].  

 

 
Fig 3. Schematic for AND1 OR1 NAND1 NOR1 

 

However, it is observed that the logic 

functionality refers to operations on ―pulses‖ at inputs, 

and, if no pulses are present at the inputs, the outputs 

will remain at logic LOW state.  

The waveforms in Fig. shows the result of 

spice simulation of primitive gates, implemented in a 

0.12-μm CMOS process with VDD = 1.2V. In the 

waveform the first three waveforms from the top 

correspond to input signals clk, A and B, followed by 

the output signals AND1, OR1, NOR1, NAND1. 

 

 
Fig 4. Simulations for and1 nand1 nor1 or1 respectively 

 

 
Fig 5. Layout for nand gate 

 

 
Fig 6. Layout for and gate 

 

The SRL full adder circuit is shown in Fig. 

This adder consists of sum and carry block. The sum 

block is implemented by SRL XOR and SLR XNOR 

gates. The carry block is implemented with SRL AND 

and SLR OR gates. The input to this full adder circuit 

are A and B, and the outputs are SUM and Cout. 

Results of SPICE simulation of the adder, implemented 
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in a 0.12μm CMOS process, running at 500MHz data 

rate, with VDD = 1.2V is shown in Fig. 8.  

The sum output can be obtained by  

Sum = A            B             C. 

The carry output is obtained by using the expression  

            C out = AB+BC+AC. 

The simulation cycle for this adder is 500 ns 

and the input combinations are fed into the system and 

its performance was analyzed. It is observed that the 

adder implemented with dynamic logic has more 

latency when compared to SRL adder and the power 

dissipation of SRL adder is less when compared to 

dynamic logic design. Using the SRL full adder circuit, 

the SRL 4-bit parallel is implemented as shown in Fig. 

In this adder circuit, the input to each full-adder will be 

Ai, Bi and Ci, and the outputs will be SUMi and Ci+1, 

where ‘i‘varies from 0 to 3. Also, the carry output of 

the lower order stage is connected to the carry input of 

the next higher order stage. In the least significant stage 

A0, B0 and C0 (which is grounded) are added resulting 

in SUM [0] and C [1]. This carry C [1] becomes the 

carry input to the second stage. Similarly the remaining 

stages are executed. The simulation setup cycle for is 

adder is 500 ns and the input combinations are fed into 

the system and its performance was analyzed. Results 

of SPICE simulation of the adder, implemented in a 

0.12μm CMOS process, running at 500MHz data rate, 

with VDD = 1.2V is shown in Fig. The propagation 

delay occurred in the parallel adders can be eliminated 

by carry look ahead adder. This adder is based on the 

principle of looking at the lower order bits of the 

augends and addend if a higher order carry is generated. 

This adder reduces the carry delay by reducing the 

number of gates through which a carry signal must 

propagate. This adder consists of three stages: a 

propagate block/ generate block, a sum generator and 

carry generator. 

 

 

 
Fig 7. Full Adder Circuit 

 
Fig 8. Simulations for full adder 

 

 
Fig 9. Layout for full adder using srl 

 

 
Fig 10. 4 Bit Full Adder Schematic Diagram 

 

 
Fig 11. Simulations For 4 Bit Full Adders 
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Fig 12. Layout for 4-Bit Full Adder Using 

SRL 

V. SRL FLIP FLOPS 

A. Basic R-S Flip-Flop  

Basic flip-flops are designed to ‘store’ a logic 

state. The simplest flip-flop is known as the R-S flip-

flop, which consists of two NAND gate wired to give 

negative feedback and is shown in Figure. 

In normal operation then, with the reset (R) set 

to logic ‘0’ the output Q will follow the logic level 

applied to the set (S) input. When R is set to logic ‘1’ 

whatever was set on Q will remain regardless of 

whether the S input continues to change until the reset 

input is returned to logic ‘0’. The major drawback of 

this circuit is that it is not possible to predict the output 

when logic ‘1’ is simultaneously applied to the S & R 

inputs. Therefore, more complex Flip-flops are 

designed to ensure that these indeterminate states do not 

exit and the most common circuits are D-type and J-K 

Flip-flops. 

B. J-K Flip-Flop  

The basic J-K Flip-flop is like the R-S flip-flop the 

outputs follow the inputs when the Clk is logic, but 

there are two inputs, traditionally labeled J and K. If J 

and K are different then the output Q takes the value of 

J at the next clock edge. If J and K are both low then no 

change occurs.  

 If J and K are both high at the clock edge then 

the output will toggle from one state to the other. It can 

perform the functions of the R-S Flip-flop and has the 

advantage that there are no ambiguous states. Due to 

the extra logic that ensures only one of the R and S 

inputs is enabled at any time. This prevents possible 

oscillation, which can occur when both inputs of an RS 

flip-flop are active at the same time.  

The truth table of this J-K flip-flop is shown in Table 1. 

J K CLK Q Q_bar 

0 0 Pos-edge No Change No Change 

0 1 Pos-edge 0 1 

1 0 Pos-edge 1 0 

1 1 Pos-edge Toggle Toggle 

TABLE 1 Truth table for the simple J-K Flip-flop 

 
Fig 13. SR Flip Flop Using NAND Gates Designed By 

SR Logic 

 

 
Fig 14. Simulations For SR Flip Flop 

 

 
Fig 15. JK Flip Flop By SR Logic 

 

 
Fig 16. Simulations For JK Flip Flop 
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Fig 17. Layout For SR Flip Flop 

 

 
Fig 18. Layout for JK Flip Flop 

 

VI. SRL 4-BIT COUNTER AND 

COMPARISON  
A. Synchronous counter  

A simple way of implementing the logic for 

each bit of an ascending counter (which is what is 

depicted in the image to the right) is for each bit to 

toggle when all of the less significant bits are at a logic 

high state. For example, bit 1 toggles when bit 0 is logic 

high; bit 2 toggles when both bit 1 and bit 0 are logic 

high; bit 3 toggles when bit 2, bit 1 and bit 0 are all 

high; and so on. Synchronous counters can also be 

implemented with hardware finite state machines, 

which are more complex but allow for smoother, more 

stable transitions. 

 

Fig 19. Synchronous counter 

B. DECADE COUNTER 

A decade counter is one that counts in decimal 

digits, rather than binary. A decade counter may have 

each digit binary encoded (that is, it may count 

in binary-coded decimal, as the 7490 integrated circuit 

did) or other binary encodings (such as the bi-quinary 

encoding of the7490 integrated circuit). Alternatively, it 

may have a "fully decoded" or one-hot output code in 

which each output goes high in turn (the 4017 is such a 

circuit). The latter type of circuit finds applications 

in multiplexers and demultiplexers, or wherever a 

scanning type of behavior is useful. Similar counters 

with different numbers of outputs are also common. 

The decade counter is also known as a mod-counter 

when it counts to ten (0, 1, 2, 3, 4, 5, 6, 7, 8, 9). A Mod 

Counter that counts to 64 stops at 63 because 0 counts 

as a valid digit. 

C. UP/DOWN COUNTER 

A counter that can change state in either direction, 

under the control of an up/down selector input, is 

known as an up/down counter. When the selector is in 

the up state, the counter increments its value. When the 

selector is in the down state, the counter decrements the 

count. 

D. RING COUNTER 

A ring counter is a Shift Register (a cascade connection 

of flip-flops) with the output of the last one connected 

to the input of the first, that is, in a ring. Typically, a 

pattern consisting of a single bit is circulated so the 

state repeats every n clock cycles if n flip-flops are 

used. It can be used as a cycle counter of n states. 

E. JOHNSON COUNTER 

A Johnson counter (or switch tail ring counter, twisted-

ring counter, walking-ring counter, or Moebius counter) 

is a modified ring counter, where the output from the 

last stage is inverted and fed back as input to the first 

stage.
[2][3][4]

 The register cycles through a sequence of 

bit-patterns, whose length is equal to twice the length of 

the shift register, continuing indefinitely. These 

counters find specialist applications, including those 

similar to the decade counter, digital-to-analog 

conversion, etc. They can be implemented easily using 

D- or JK-type flip-flops. 

 
Fig 20. Schematic for 4 bit counter using self resetting 

logic 
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Fig 21. Layout for 4 bit counter using self resetting 

logic 

 
 

 
Fig 23. Power Dissipation Of 4 Bit Counter By 

Dynamic Logic 

Comparison between conventional domino logic and 

self resetting logic circuits 

Topolo

gy 

Tran

sistor 

count 

Rise 

delay 

Fall 

dela

y 

Power 

dissipatio

n 

mW 

Area 

μm
2
 

AND1  8  0.005  0.00

1  

23.12  20.34  

OR1  8  0.004  0.00

1  

23.12  20.35  

NOR1  12  0.005  0.00

1  

30.45  22.67  

NAND

1  

12  0.015  0.00

2  

30.45  23.56  

XOR1  14  0.015  0.00

2  

36.67  35.99  

XNOR

1  

14  0.015  0.00

2  

36.78  36.89  

FULL

ADDE

R  

54  0.050  0.04

3  

45.123  100.9  

PARA

LLEL 

ADDE

R  

216  0.506  0.49

8  

154.54  1123.

89  

4 BIT 

COUN

TER 

180 0.435 0.06

5 

2.360 330.7 

Table2 Power dissipation and area of SRL circuit 
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μm
2
 

AND1  6  0.00

4  

0.00

2  

26.45  18.90  

OR1  6  0.00

2  

0.00

1  

26.45  18.92  

NOR1  10  0.00

2  

0.00

1  

35.67  20.98  

NAND1  10  0.00

3  

0.00

2  

36.67  20.92  

XOR1  12  0.00

3  

0.00

2  

47.89  30.45  

XNOR1  12  0.00

3  

0.00

2  

47.23  30.54  

FULL  

ADDER  

46  0.01

2  

0.01  56.90  90.12  

PARAL

LEL  

ADDER  

184  0.1  0.12  175.65  993.8

9  

4 BIT 

COUNT

ER 

120 0.08

7 

0.01

3 

10.066 220.1

8 

Table3 Power dissipation and area of dynamic logic 

circuit 

 

VII. CONCLUSION 
In this paper, an exhaustive analysis and design 

methodology for commonly used high-speed primitive 

gates, adder and counter circuit using self-resetting logic 

is implemented in 45-nm CMOS technologies. The goal 

was to obtain a family of gates that could simplify the 

implementation of fast processing circuit which 

overcomes the restriction due the pulses being elongated 

and shortened as signal traverse the logic stages. In this 

thesis work exhaustive comparison between conventional 

dynamic logic and SRL were carried in terms of its 

parasitic value, area and power dissipation. It is observed 

that the proposed circuits have offered an improved 

performance in power dissipation, charge leakage and 

Fig 22. Power Dissipation Of 4 Bit Counter By Using SRL 
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clock skew when compared to dynamic logic with 

additional burden of silicon area.  

Hence, it is concluded that the proposed 

designs will provide a platform for designing high 

performance and low power digital circuits and high 

noise immune digital circuits such as, digital signal 

processors and multipliers. 

SCOPE FOR RESEARCH 

 Till now self resetting logic is applied in 

primitive gates, adders and counters. The scope is 

this design can be used in digital signal processing and 

multipliers. 
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