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ABSTRACT 

Video has recently been commonly used for 

transferring information due to the continuous 

growth of the Internet. Because of this, illegal 

video copy detection is one of the most needed 

technologies. Existing video copy detection 

methods compare the whole video frames, so it 

may take a long time to detect a copy among many 

reference videos. In this paper we have used a 

recognition-based approach with hidden Markov 

models as the recognition tool. HMM is trained 

using the original video sequences and its 

manipulated versions. The HMM is tested with 

the query videos and the score determines if the 

query video is a copy or not. Invariant Moments 

are used as features for the HMM. To evaluate 

this approach, we used 18 reference videos and 6 

video files. We measured the detection rate by 

comparing these original video copies to their 

manipulated versions. The experiments show that 

our framework has a recognition rate of 99.9% 

accuracy as well as to test it on a large -scale 

videos database. 

Keywords - Video Copy Detection, Invariant 

Moments, Hidden Markov Model, recognition-

based, dynamic range, video segments. 

I. INTRODUCTION 

Video copy detection is essential for many 
applications, for example, discovering copyright 
infringement of multimedia content, monitoring 
commercial air time, querying video by example, etc 
[1]. Generally there are two complimentary 
approaches for video copy detection: digital video 
watermarking and content-based copy detection 
(CBCD). The first approach refers to the process of 
embedding irreversible information in the original  

 

video stream, where the watermarking can be either 
visible or invisible. The second approach extracts 
content-based features directly from the video stream, 
and uses these features to determine whether one 
video is a copy of another [2]. Growing broadcasting 
of digital video content on different media brings the 
search of copies in large video databases to a new 
critical issue. Digital videos can be found on TV 
Channels, Web-TV, Video Blogs and the public 
Video Web servers. The massive capacity of these 
sources makes the tracing of video content into a very 
hard problem for video professionals. At the same 
time, controlling the copyright of the huge number of 
videos uploaded everyday is a critical challenge for 
the owner of the popular video web servers. Content 
Based Copy Detection (CBCD) presents an alternative 
to the watermarking approach to identify video 
sequences and to solve this challenge [2]. For the 
protection of copyright, watermarking and CBCD are 
two different approaches: Watermarking inserts non-
visible information into the media which can be used 
to establish ownership [2]. In a CBCD approach, the 
watermark is the media itself. Generally CBCD 
consists in extracting a small number of pertinent 
features (called signatures or fingerprints) from the 
images or the video stream and matching them with 
the database according to a dedicated voting function 
[2]. The goal of video copy detection is to locate 
segments within a query video that are copied or 
modified from an archive of reference videos. Usually 
the copied segments are subject to various 
transformations such as rotation, reflection and 
translation. All these transformations make the 
detection task more challenging [1] 

II. RELATED WORK  

Several kinds of techniques have been proposed in 

the literature: in order to find pirate videos on the 
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Internet, Indyk et al. use temporal fingerprints based 

on the shot boundaries of a video sequence. This 

technique can be efficient for finding a full movie, 

but may not work well for short episodes with a few 

shot boundaries in [3]. Oostveen et al. in [4] present 

the concept of video fingerprinting or hash function 

as a tool for video identification. They have proposed 

a spatio-temporal fingerprint based on the differential 

of luminance of partitioned grids in spatial and 

temporal regions. B. Coskun et al. [5] propose two 

robust hash algorithms for videos both based on the 

Discrete Cosine Transform (DCT) for identification 

of copies. Hampapur and Bolle [6] compare global 

descriptions of the video based on motion, color and 

spatio-temporal distribution of intensities. This 

ordinal measure was originally proposed by Bhat and 

Nayar [7] for computing image correspondences, and 

adapted by Mohan, for video purposes [8]. Different 

studies use this ordinal measure [9, 10] and it has 

been proved to be robust to different resolutions, 

illumination shifts and display formats. Other 

approaches focus on exact copy detection for 

monitoring commercials; an example being Y. Li et 

al. [11] who use a compact binary signature involving 

color histograms. The drawback of the ordinal 

measure is its lack of robustness as regards logo 

insertion, shifting or cropping, which are very 

frequent transformations in TV post-production. The 

authors of [12] show that using local descriptors is 

better than ordinal measure for video identification 

when captions are inserted. When considering post-

production transformations of different kinds, 

signatures based on points of interest have 

demonstrated their effectiveness for retrieving video 

sequences in very large video databases, like in the 

approach proposed in [13]. 

III. FRAMEWORK FOR VIDEO COPY 

DETECTION 

This section presents the framework for video 

copy detection used for study in this paper A good 

video copy detection system should have high 

precision of rates and should detect all copies in a 

video stream possibly subjected to videos 

transformations such as rotation with different 

degrees, reflection, brightness, dimensions, video 

quality... etc. In order to design the required 

framework, we need video collections with different 

intensities and different number of frames. For 

implementation, we will use variety of tools: 

MATLAB, Hidden Markov Model Toolkit (HTK), as 

well as programming in C language.  Our framework 

for video copy detection system is composed of: 

feature extraction, training phase and recognition 

phase.  

We use hidden markov model as recognizer; to 

recognize the identical or non-identical video copies 

and score the recognition rate, to evaluate the 

performance of our framework, as illustrated by 

Figure1.  Feature Extraction is a special form of 

dimensionality reduction. The input data will be 

transformed into a reduced representation set of 

features (also named feature vector), the feature 

extraction works on grayscale level and also the 

number of features must be enough to get high 

recognition rate.   The feature vector is composed of 

seven invariant moments (also named hu invariant 

moments, discussed later in Section A.  Due to the 

wide variation in the range of the feature vectors 

components, the normalization of these feature 

vectors components is needed to balance, the 

difference dimensions, of the feature vectors while 

calculating the distances between points in features 

space, during the recognition phase.  

Figure 1 : Video Copy Detection Framework 

http://en.wikipedia.org/wiki/Dimensionality_reduction
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In addition, we use dynamic range normalization 

parameter (DRNP); this module is used to detect the 

effective dynamic range of all the feature vectors, 

components, to calculate the normalization parameters 

for each component using the population of the 

feature vectors in the training data.  HMM Model 

receives the observations sequence, which is the 

sequence of quantized feature vectors, of each frame 

along with its sequence.  

In testing phase, we use a collection of videos to 

be recognized with gray scale level; also we use 

DRNP to calculate the normalization parameters for 

each component using the population of the feature 

vectors.  

3.1 INVARIANT MOMENTS 

    Moment invariants are functions of image 

moments, invariant to certain class of image 

degradations: Rotation, translation, scaling.  Moments 

are “projections” of the image function into a 

polynomial basis. The most common moments: 

central moments, normalized central moments, scale 

invariant moments, and rotation invariant moments. 

Central moments are defined as    

     dxdyyxfqyypxxμ pq ,
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where   
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Central moments are translational invariant. Scale 

Invariant Moments, Moments ηi j where i + j ≥ 2 can 

be constructed to be invariant to both translation and 

changes in scale by dividing the corresponding 

central moment by the properly scaled ( μ00 ) th 

moment, using the following formula. 
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Rotation invariant moments, it is possible to calculate 

moments which are invariant under translation, 

changes in scale, and also rotation. Most frequently 

used are the Hu set of invariant moments [15]:  
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The first one φ1  is analogous to the moment of 

inertia around the image's centroid, where the pixels' 

intensities are analogous to physical density. The last 

one, φ7 ,is skew invariant, which enables it to 

distinguish mirror images of otherwise identical 

images. Hu's seven moment invariants have the 

desirable properties of being invariant under image 

scaling, translation, and rotation. We can see that to 

compute the higher order of Hu's seven moment 

invariants is quite complex, and to recover the image 

from the results is deemed to be difficult as in [15, 

16]. 
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3.2 HIDDEN MARKOV MODELS 

      Hidden Markov Models (HMM) are a powerful 

tool that has been shown to be of great use in speech 

and signal processing [17]. Hidden Markov Models 

(HMMs) are increasingly being used in computer 

vision for applications such as: gesture analysis, 

action recognition from video, and illumination 

modeling. Their use involves an off-line learning step 

that is used as a basis for on-line decision making 

(i.e. a stationary assumption on the model 

parameters). But, real world applications are often 

non-stationary in nature. This leads to the need for a 

dynamic mechanism to learn and update the model 

topology as well as its parameters. These models 

(along with variants) are increasingly being applied 

by the vision community to problems such as image 

segmentation, face recognition, gesture interpretation, 

event understanding, and background modeling (e.g. 

[18], [19]).  HMMs provide the framework for 

modeling dynamical or spatial dependencies and 

correlations between measurements. The dynamical 

dependencies are modeled implicitly by a Markov 

chain with a specified number of hidden states and a 

transition matrix, with observations that are 

conditionally independent given a state. Major issues 

in the use of HMMs in real world applications 

involve two points: real-time computation, and 

topology modification to address non-stationeries due 

to dynamically varying conditions. A hidden Markov 

model is a stochastic finite state machine, specified 

by a record ),,( πAS  where S is a discrete set of 

hidden states with cardinality N, π  is the probability 

distribution for the initial state )()( sipiπ   Ssi . 

A is the state transition matrix with probabilities:  

 sis jpaij |    Ss jsi ,    where the state transition 

coefficients satisfy ,1 aijSsi
 Ssi . The states 

themselves are not observable. The information 

accessible consists of symbols from the alphabet of 

observations   ),...,( OTOO 1 where T   is the 

number of samples in the observed sequence. For 

every state an output distribution is given as 

 sikOtPkbi |)(    SsiOk  , . Thus, the set of 

HMM parameters θ consists of the initial state 

distribution, the state transition probabilities and the 

output probabilities. HMMs can be used for 

classification and pattern recognition by solving the 

following problems:  

3.1.1 The Evaluation Problem: Given the model 

with parameters , calculate the 
probability for an observation 

sequence O . Let 
),...,( OTOO 1

 denote 
the observation sequence and 

),...,( STSS 1
 a state sequence. The 

probability 
 θOP |

can be obtained by 
Forward Algorithm [14].  

3.1.2 The Decoding Problem: Find the optimal 
state sequence for an observation 

sequence argmax
ST S  

 θOSP ,|
. This 

can be done by the Viterbi algorithm 
[14]. 

3.1.3 The Learning Problem: Given an observation 

sequence O  and the HMM parameters, 

find the parameters ̂  which 

maximize
 θOP |

, i.e. 

 θOPθθ |ma xa rgˆ 
. This question 

corresponds to training an HMM. The 
state sequence is not observable. 
Therefore, the problem can be viewed as 
a missing-data problem, which can be 
solved via an EM-type algorithm. In the 
case of HMM training, this is the Baum-
Welch algorithm [14].  

 

3.3 EXPERIMENTS RESULTS 

     Our framework for detecting video copies is to 

take original video sequence as training, and its 

manipulated versions as testing.  We use Invariant 

Moments (7 moments) as features for the HMM, that 

we used it as a recognizer to determine if the query 

video is a copy or not. We use six videos were 

collected from MATLAB and YUV Sequences [20], 

with different resolutions (320×240, 160 × 120, 352 

× 288) and resample at different frame rates (15 ~ 30 

fps).        
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 Manipulated versions were produced by applying 

some modifications to the original videos sequences, 

such as half size, blur and rotation.  In our 

experiments, we searched for the best match for 

detecting videos. According to our first experiment, 

we used the original videos sequences themselves as 

the training data set(757 frames) and its manipulated 

versions as the testing data set (757 frames), invariant 

moments were computed for each frame. Other 

experiment, we used same original videos sequences 

for training but with different number of frames 

(1518 frames) and their manipulated versions for 

testing with same number of frames (1518 frames), 

also invariant moments were computed for each 

frame.  The normalization of these feature vectors 

components is needed to balance, the difference 

dimensions, of the feature vectors while calculating 

the distances between points in features space, during 

the recognition phase. Results are illustrated in table 

1. Table 1 shows average recognition rate after 

normalization using left-right HMMs.  

Table 1 

Exp. 

No. 

Average Recognition Rate before and  after 

normalization using left-right HMMs 

Description No of 

frame

s 

Average 

Rate Before 

Normalizati

on 

Average 

Rate After 

Normaliz

ation 

1 Train  

Original   

(Half  No of  

frames) 

Test  

Effects   

(Half No of  

frames) 

 

757 

frame

s 

94.45% 99.9% 

2 Train  

Original 

(Total No of  

frames) 

Test  

Effects 

(Total  No 

of frames) 

 

1518 

frame

s 

83.33% 99.9% 

 

IV. CONCLUSION 

In This paper we have presented a video copy 

detection framework based on Invariant Moments 

and Hidden Markov Models. Our framework uses 

original videos sequences and its manipulated 

versions by applying some modifications such as 

half-size, blur and rotation. For training, we use 

original videos sequences themselves. For testing, we 

use manipulate versions of original videos sequences 

using HMM as recognizer. The computation of the 

Invariant Moments (7 moments) as features of a 

sequences and the recognition, are both fast.  

Experiments have showed that our framework has a 

recognition rate of 99.9% accuracy, as well as to test 

it on a large-scale videos database. 
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