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ABSTRACT 
Document clustering is the process of partitioning a collection of texts into subgroups including content based 

similar ones. The process of document clustering is used for searching information and understanding by the 

human. In today era, all the documents are in electronic format, because of smaller storage and quick access. It 

is a problem to access relevant documents from the lager dataset. Text mining is not stand-alone task that 

analysts typically engage in. The goal is to provide, a process for clustering the documents. The approach is 

basically used to extract unknown pattern from a large set of document. 
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I. Introduction 

Document clustering is the process of 

dividing a collected texts into subgroups which 

include contents based similarities. This process is 

used for searching the information by the human in 

very less time. In other word document clustering is 

process which organized document automatically into 

meaningful clusters or group. Clustering is the 

process of organizing data objects into a set of 

different classes know as cluster. Objects that are in 

the same cluster are similar among themselves and 

different from object belong to other cluster. 

Clustering algorithms are typically used for 

exploratory data analysis, there is little or no prior 

knowledge about the data. This is case in many 

applications of document clustering from a more 

technical viewpoint, datasets consist of unlabeled 

objects—the classes or categories of documents that 

can be found are a priori unknown. 

In this, the use of clustering algorithms, 

which are capable of finding latent patterns from text 

documents found it can enhance the analysis 

performed by the expert examiner.  
The paper is organized as follows. Section II 

presents literature survey. Section III clustering 

algorithm and preprocessing steps. Section IV 

conclusion. 

II. LITERATURE SURVEY 
The literature on document clustering only 

data use by algorithms which assume that the number 

of clusters in known and fixed a priori. Focusing on 

relaxing this concept which was not accepted in 

practical applications, a common way in various 

domains which involves estimating the number of 

clusters from data.  

Document clustering is done by using 

different techniques and models, such as Kohonen’s 

Self Organizing Maps (SOM) [4] and The k-means 

Algorithm [1]. Beebe and Dietrich in [5] proposed a 

new process model for text string searches that 

advocated the use of machine learning techniques, 

clustering being one of them. Clustering algorithms 

are typically used for exploratory data analysis, 

where there is little or no prior knowledge about the 

data [2], [3]. Document clustering has been 

investigated for use in a number of different areas of 

text mining and information retrieval. Initially, 

document clustering was investigated for improving 

the precision or recall in information retrieval 

systems [Rij79, Kow97] and as an efficient way of 

finding the nearest neighbors of a document [BL85]. 

More recently, clustering has been proposed for use 

in browsing a collection of documents [CKPT92] or 

in organizing the results returned by a search engine 

in response to a user’s query [ZEMK97]. Document 

clustering has also been used to automatically 

generate hierarchical clusters of documents [KS97]. 

Since there are many techniques by using 

vector space model and preprocessing, here represent 

result. 

 

III. CLUSTERING ALGORITHM AND 

PREPROCESSING 
Clustering algorithm are used for document 

clustering. Agglomerative hierarchical clustering  and 

FCM are clustering techniques that are used for 
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document clustering in this research. Agglomerative 

hierarchical clustering is as ―better‖ than K-means, 

although slower. FCM is work on fuzzy logic 

methods .  

3.1. Hierarchical clustering algorithm  

Hierarchical techniques produce a nested sequence of 

partitions, with a single, all inclusive cluster at the 

top and singleton clusters of individual points at the 

bottom. Each intermediate level can be viewed as 

combining two clusters from the next lower level The 

result of a hierarchical clustering algorithm can be 

graphically displayed as tree, called a dendogram. 

This tree graphically displays the merging process 

and the intermediate clusters. The dendogram at the 

Fig 1 shows how four points can be merged into a 

single cluster. For document clustering, this 

dendogram provides a hierarchical index. There are 

two basic approaches to generating a hierarchical 

clustering: 

a) Agglomerative: Start with the points as individual 

clusters and, at each step, merge the most similar or 

closest pair of clusters. This requires a definition of 

cluster similarity or distance. 

b)  Divisive: Start with one, all-inclusive cluster and, 

at each step, split a cluster until only singleton 

clusters of individual points remain. In this case, we 

need to decide, at each step, which cluster to split and 

how to perform the split. 

Agglomerative Algorithm:  

1. Compute the similarity between all pairs of 

clusters, i.e., calculate a similarity matrix whose ijth 

entry gives the similarity between the ith and jth 

clusters. 

2.   Merge the most similar (closest) two clusters. 

3. Update the similarity matrix to reflect the pa       

irwise similarity between the new cluster and the 

original clusters. 

4.  Repeat steps 2 and 3 until only a single cluster 

remains. 

     The vector space model is used to represent the 

frequencies of occurrence of words. The output 

screen in shown below in Fig 2    

3.2. Preprocessing  

The preprocessing is the process which remove 

extract word in the sentence and provide only the 

synonym. I have collected 21000 data of tweeter 

from website and blog, after collection the data, 

combined all that tweets into one single text file. 

WordNet is a lexical database for the English 

language. It groups English words into sets of 

synonyms, provides short, general definitions, and 

records the various semantic relations between these 

synonym sets. WordNet distinguishes between nouns, 

verbs, adjectives and adverbs because they follow 

different grammatical rules. It does not include 

prepositions, determiners etc. RiTa.wordnet is 

provides simple access to the wordnet. In my project 

I am using RiTa.wordnet for extracting the action 

words from the collected database. This wordnet 

counts the adjective and noun in the sentences, and 

the count of word are used in the FCM algorithm. 

The output of the preprocessing is shown in Fig 3, 

Table 1 and the screenshot. 

IV. FIGURES AND TABLES 
4.1. Denogram for four point. 
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Fig.1: example of  denogram . 

4.2. Output screen of agglomerative algorithm: 

 

     

Fig.2: output screen of agglomerative algorithm 
 

 

4.3. Preprocessing steps with example: 

 

 
 

Fig.3: output screen of preprocessing 

 



International Journal of Engineering Research and Applications (IJERA) ISSN: 2248-9622        

  International  Conference  on  Industrial Automation And Computing (ICIAC- Date of conference 2014) 

 Jhulelal Institute of Technology, Nagpur                                                                             36 | P a g e  

4.4. Table for word net : 

If the sentence are as follow then by using word net, it 

provide output  

 
Table 1: WordNet Table  For Preprocessing 

 

Sentence Synonym  

Paris helton  fixing 

our economy 

4 nouns and 0 

adjective 

The Jaggi explains 

why Amartya Sen is 

wrong on food 

security Again 

7 Nouns 3 Adjectives 

Australia’s central 

bank cuts rate to 275 

percent 

7 Nouns 1 Adjectives 

  

V. CONCLUSION 
The study of different techniques of 

clustering, in this paper, I conclude that hierarchical 

algorithm can be used for clustering the document  in 

predefined limitation for cluster. 

 

FUTURE WORK 

In this paper two parts hierarchical algorithm 

and preprocessing technique is shown with the output 

screen. In future by using preproceesing output, FCM 

will generate for document clustering and the 

comparison between this two algorithm  based on inter 

and intra clustering will be done. 
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