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ABSTRACT 

In Cloud Computing environment, resource allocation strategies  are  used to improve overall  system utilization 

and data replication is used to improve the data access This environment is used by most of IT industries to meet 

their high computational requirement with reduce cost. To achieve this, efficient resource allocation strategies 

are needed. This paper gives the development of resources allocation strategies which mainly focus on three 

auction process strategies. Advanced reservation, Overbooking, Just In Time bidding  which is under the pre 

auction  and  during auction process. This paper consider Stroage as resources and dynamic replication strategy 

to  store the cloud user data ,Paper would also work on read and write to given storage with minimum delay. 
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I. INTRODUCTION 
 Cloud computing, where application and 

files are hosted on“Cloud”consisting of thousands of 

computer and servers, all linked together and 

accessible via internet. .On cloud infinite computing 

resources available that may used on demand..User or 

customer can access the stored data at any time by 

using application programming Interface (API) 

provided by cloud provider through any terminal 

equipment connected to the internet. Resources are 

nothing but Storage, Hardware, Software that are 

available as services. These Services provided by 

service provider which classified into three model 

Infrastructure as service , Platform as service and 

Software as service . 

  Computational economies have long been 

advertized as a means of allocating resources in both 

centralized and decentralized computing system 

[4].Such system many times includes poor 

performance,high latency and high  overhead 

example ,in competitive economy resources are 

typically “reserved by m participants for the duration 

of a negotiation. In most cases ,there are only a n 

“winning” participants, therefore all other  “m-n” 

reservation are essentially wasted for the duration of 

that negotiation. Moreover, there is an opportunity 

cost to reserving resources during a negotiation., as 

they will not be available for other negotiations that 

begins during the interval of the first negotiation. This 

type of scenario is clearly evident in auction or tender 

markets, however it can also seen in any negotiation 

in which parties are competing against one another 

for the goods on offer. In any case, this wasteful 

negotiation process is expensive in both time and cost 

and therefore reduces the overall utilization of 

System.      

In this paper, these inefficiencies are addressed by 

two general principles: 

1) Avoid the commitment of resources  

2) Avoid repeating negotiation and allocation process. 

 So these inefficiencies   overcome by using 

High performance resource Utilization strategies, like 

overbooking, advanced reservation, just in time 

bidding, all are come under  pre auction and during 

auction process.This paper looks at these strategies as 

a means to improve the performance of auction 

system in allocation of resources in high performance 

computing Context[1]. 

The rest of  paper is organized as follows: In Section 

II Various resources allocation strategies and  their  

impacts in cloud environment are discussed . In 

section  III Related work is discussed and IV is 

conclusion .  

     

II. LITERATURE SERVEY 

Cloud paradigm, an effective resource allocation 

strategy is required for achieving user satisfaction and 

maximizing the profit for cloud service providers.  
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Significance of resources Allocation cloud 

computing. 
In cloud allows business customers to scale up and 

down their resource usage based on needs. So 

resources allocation (RA) is the process of assigning 

available resources to the needed cloud application 

over the Internet .Resource allocation starves services 

if the allocation not managed precisely. So different 

resource allocation strategies are proposed by 

different author [3]. Resources allocation integrates 

cloud provider activities for utilizing and allocating 

scarce resources with limit of of cloud application. 

Resource allocation requires    amount and type of 

resources for different type of application   of   in 

order to complete a user job. Criteria used for testing 

resource allocation Access,Fault tolerance,.Power 

distribution reliability, scalability resource 

contention,Scarcity,resource fragmentation ,over 

provisioning, under provisioning .  

 

Resource Allocation Strategies (Ras) At A 

Glance[2] 
The input parameter to RAS and the way of resource 

allocation vary based on services, infrastructure and 

nature of application which demand resources.[3]This 

paper summarizes the classification of RAS and its 

impacts in Cloud Environment. 

Following are  types  Resource Allocation  Strategies: 

Execution time ,Policy,  VM(virtual 

machine),Gossip,Utility Hardware Resource 

Dependency ,Auction Application ,SLA(service level 

agreement ). 

          

A. Execution Time 
Different kinds of resource allocation 

mechanisms are proposed in cloud. Actual task 

execution time and preempt able scheduling is 

considered for  resource allocation[7]. It overcomes 

the problem of resource contention and increases 

resource utilization by using different modes of 

renting computing capacities. But the VM model 

considered in [7] is heterogeneous and proposed for 

IaaS.  

B. Policy  
Since centralized user and resource 

management lacks in scalable management of users, 

resources and organization- level security policy.  

Paper [8] has proposed a decentralized user and  

virtualized  resource management for IaaS by adding 

a new layer called domain in between the user and the  

vritualized resources. Based on role based access 

control(RBAC), virtualized resources are allocated to 

users through domain layer [9], which used the most- 

fit processor policy for resource allocation. The most-

fit policy allocates a job to the cluster, which 

produces a leftover processor distribution, leading to 

the most number of immediate subsequent job 

allocations. Experimental results shows that the most-

fit policy has higher time complexities but the time 

overheads are negligible compared to the system long 

time operation. This policy is practical to use in a real 

system.  

C. Virtual Machine (VM) 
A system which can automatically scale its 

infrastructure resources is designed in [10]. The 

system composed of a virtual network of virtual 

machines capable of live migration across multi-

domain physical infrastructure. By using dynamic 

availability of infrastructure resources and dynamic  

application demand, a virtual computation 

environment is able  to automatically relocate itself 

across the infrastructure and  scale its resources. But 

the above work considers only the non- preemptable 

scheduling policy.  Allocation of the resources based 

on the speed and cost of different VMs in IaaS is 

discuss in paper [11] which  allowing the user to 

select VMs and reduces cost for the user.  

 

D. Gossip  
Cloud environment differs in terms of 

clusters, servers, nodes, their locality reference and 

capacity. The problem of resource management for a 

large-scale cloud environment (ranging to above 

100,000 servers) is addressed in [12] and general 

Gossip protocol is proposed for fair allocation of CPU 

resources to clients .In paper [13], Gossip based co-

operative VM management with VM allocation and 

cost management is introduced. By this method, the 

organizations can cooperate to share the available 

resources to reduce the cost. Here the cloud 

environments of public and private clouds are 

considered. They have formulated an optimization 

model to obtain the optimal virtual machine 

allocation. A gossip-based protocol for resource 

allocation in large- scale cloud environments is 

proposed in [14]. It performs a key function within 

distributed middle ware architecture for large clouds. 

 

E. Utility Function  
There are many proposals that dynamically manage 

VMs in IaaS by optimizing some objective function 

such as minimizing cost function, cost performance 

function and meeting QoS objectives. The objective 

function is defined as Utility property which is 

selected based on measures of response time, number 

of QoS, targets met and profit etc.  

 There are few works [15],[16] that 

dynamically allocate CPU resources to meet QoS 

objectives by first allocating  requests to high priority 

applications. For multitier Cloud computing systems 
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(heterogeneous servers), resource allocation based on 

response time as a measure of utility function is 

proposed by considering CPU, memory and 

communication resources in paper [17].  

F. Hardware Resource Dependency  
In paper [18], to improve the hardware 

utilization, Multiple Job Optimization (MJO) 

scheduler is proposed. Jobs could be classified by 

hardware-resource dependency such as CPU- bound, 

Network I/O-bound, Disk I/O bound and memory 

bound. MJO scheduler can detect the type of jobs and 

parallel jobs of different categories. Based on the 

categories, resources are allocated. This system 

focuses only on CPU and I/O resource.  

G. Auction  
Cloud resource allocation by auction 

mechanism is addressed  in [19]. The proposed 

mechanism is based on sealed-bid auction. The cloud 

service  provider collects all the users’ bids and 

determines the price. The resource is distributed to 

the first kth highest bidders under the price of the 

(k+1)th highest bid. This system simplifies the cloud 

service provider decision rule and the clear cut  

allocation rule by reducing the resource problem into 

ordering problem. But this mechanism does not 

ensure profit  maximization due to its truth telling 

property under constraints. The aim of resource 

allocation strategy is to maximize the  profits of both 

the customer agent and the resource agent in a large 

data center by balancing the demand and supply in 

the market. It is achieved by using market based 

resource allocation strategy in which equilibrium 

theory is introduced (RSA-M) [20]. RSA-M 

determines the number of fractions used by one VM 

and can be adjusted dynamically according to he 

varied resource requirement of the workloads. One 

type of resource is delegated to publish the resource’s 

price by resource agent and the resource delegated by 

the customer agent participates in the market system 

to obtain the maximum benefit for the consumer. 

Market Economy Mechanism is responsible for 

balancing the resource supply and demand in the 

market system.  

H. Application  
Resource Allocation strategies are proposed 

based on the nature of the applications in [21] [22]. In 

the work by Tram et al. [33], Virtual infrastructure 

allocation strategies are designed for work flow based 

applications  for this  work flow based applications, 

the application logic can be interpreted and exploited 

to produce an execution schedule estimate. This helps 

the user to estimate the exact amount of resources that 

will be consumed for each run of the  application. 

Four strategies such as Naive, FIFO, Optimized and 

services group optimization are designed to allocate 

resources and schedule computing task  

 Database replicas allocation strategy is 

designed in [23]. In that work, the resource allocation 

module divides the resource (CPU, Memory and DB 

replicas) allocation problem in two levels. The first 

level optimally splits the resources among the clients 

whereas the database replicas are expandable 

(dynamic) in the second level, based on the learned 

predictive model. It achieves optimal resource 

allocation in a dynamic and intelligent fashion.  

I. SLA  
In cloud, the works related to the SaaS 

providers considering SLA are still in early stage of 

Existence. Therefore in order to achieve the SaaS 

providers’ objective, various RAS specific to SaaS in 

cloud has been proposed. With the emergence of 

SaaS, applications have started moving away from pc 

based to web delivered-hosted services. Most of the 

RAS for SaaS focused towards customer benefits.  

[24] have mainly considered QoS parameters on the 

resource provider’s side such as price and offered 

load.  

 

III. RELETED WORK 
Auction System is  powerful tool to resolve a 

competitive situation of resource requirement. This 

paper mainly focus on market based auction process 

.This work concentrate on high performance resource 

utilization strategies and that can be deployed in 

cloud , mainly Overbooking,Advanced reservation  

and Just in time bidding. Each of the strategies is 

examined experimentally with in the context of 

market based cloud . 

                    I  OVERBOOKING [1][2][5] 
 Overbooking strategy used in Economic 

model  can improved the system utilization rate and  

occupancy..This strategy  is capable to allocate the 

resources dynamically so easily overcome the 

problem of resource allocation .so  this strategy used 

by  in auction based resource allocation model for a 

resource provider .Paper [25]  overbooking model 

from revenue Management to manege cancellation 

and no-show of reservation in a grid system. So Same 

technique can be used for cloud environment  for 

resource allocation. Many time resource provider is 

faced with a prospect of loss of income  and lower 

system utilization because during period of high 

demands resource provider reject booking from 

potential user,who are committing to use the 

resources and willing to pay for higher price..so 

overbooking offers solution for above problem ,by 

allowing the resource provider to accepts more 

reservation than capacity .Hence it can be effectively 

used to minimize the loss of income.[26,27].In a 
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study [28]on American Airline ,50% of the booking 

were result in cancellation or no-shows. many time it 

found that 15% of the flight seats would be unused, if 

booking were only limited to the capacity of plane. 

Most airlines routinely overbook aircraft in an 

attempt to  maximize occupancy and therefore 

revenue by ensuring they have maximum no of 

passengers on a flight. without overbooking full flight 

often depart with 15% of seats empty[29].In Paper 

[25] various overbooking model models  explained 

,also its integrates  overbooking into a capacity 

allocation heuristic to estimate a suitable quota for for 

different user ,also calculate cost and penalties of 

each reservation. Proposed research work take a help 

of paper[25] to implement overbooking algorithm  

also  perform different performance analysis.    

 Based on different survey and study this 

paper focus on,Overbooking Strategy is to improved 

the expected profit,With overbooking  resources 

/services are get on time.(i.e hundred percent service 

to cloud users ), Waiting period of services is less , 

Most of the time resources are wasted,Need to 

calculate workload every time. 

 

  II. ADVANCED RESERVATION [1][2][5] 
 Advanced reservation strategy important to 

guarantee that resources are available at the expected 

time. This strategy support in distributed resource 

allocation environment for performance 

predictability, meeting re-source requirements, and 

providing Quality of Service (QoS) guarantees 

[30,31,33,34,11].Paper [31] propose Globus 

Architecture for Reservation and Allocation(GARA)   

to address various  issues like dynamic discovery 

,advance or immediate reservation of resources, that 

will often be heterogeneous in type and 

implementation an controlled and administered. 

Paper[34] introduces a real options approach to  

model grid markets and how to handle grid resource 

reservation in a reasonable economic 

fashion.Paper[12]presents a method to allocate 

resources for real-time tasks using the “Infrastructure 

as a Service” model. 

 Based on different survey and study this 

paper focus on Advanced reservation improved the 

expected profit, Resources are not wasted,With 

Advanced reservation resources are get on 

time,waiting period of getting resources/service is 

less . 

 

  III. JUST IN TIME BIDDING[1][5] 
 Just-In-Time (JIT) bidding (or “sniping”) is 

employed to minimize the effect of auction latency by 

committing/reserving resources to be allocated by the 

resource provider at the last possible moment. Just in 

time bidding  is  used during the auction process. It 

may happen that during the negotiation resource state 

may change and therefore  invalidate  (cancel ) 

provider  valuation (or bid). In general  there are two 

way to ways to minimize the effect of latency . 

 Reducing the duration of auction. The 

problem with this approach is that there is minimal 

time for providers to discover the auction and to 

compute their bids. 

 Bid as late as possible the advantage with 

this approach is that provider can compute their bids 

with the most up to date resources state and resources 

are reserved for shorter time .Primary problem with 

this approach is time sensitivity, the auction can 

missed if the bid is too late or experiences unexpected 

network delays.[1] 

For just in time bidding process we consider the point 

Profit maximization due to truth telling property, 

under constrains ,Less overhead, Based on agreement  

forty percent time resources and services  are 

available for cloud users . 

                                     

IV. CONCLUSION 
 This paper has summaries the different 

resource allocation strategies and its impact on cloud 

environment. Paper also focused  on three main 

strategies  overbooking, advanced reservation ,just in 

time bidding which used under the auction  process, 

In future work  this paper would proposed the  hybrid 

solution by combing these three main strategies and 

used  it for storage reallocation in cloud environment. 

By giving such type of solution we just try to  

improved  maximum utilization of system, improves 

cloud provider benefits ,as well as fast   access of 

storage resources to each cloud user within  short 

time.  
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