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ABSTRACT 
In recent years autonomous vehicle concepts has been evolving from „maybe possible‟ to „definitely possible‟. 

These kinds of vehicles have two major tasks to accomplish that are, perceiving and processing the input data in 

order to navigate vehicle. Autonomous vehicles have the potential to improve safety by eliminating human error 

in driving. Research has been done to develop and implement path detection algorithms to detect and analyze 

the drivable path ahead of the autonomous vehicle. Some vehicles might use only cameras, whereas others 

might use a combination of cameras, LiDAR, GPS etc.  One of the principal approaches is to detect road 

boundaries and lanes by using vision-based system on the vehicle. However, one of most challenging tasks 

regarding this approach is how to extract road center parameters, using vision-based input. The system acquires 

parameters using various input sensors installed on vehicle then applying algorithms hence, determining path 

coordinates to navigate autonomous vehicle. Research papers regarding path tracking methodologies suggest 

various approaches to solve the above-mentioned challenges have been analyzed and compared in this review 

report. 
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I. INTRODUCTION 
 An autonomous vehicle is a self-driving car 

which is having sensors and various input devices 

installed in it to make it capable of gathering 

information of its environment parameters and 

navigating without human input. Various challenges 

are involved in lane detection due to variation in 

illumination caused due to different time of a day, 

weather and road textures. Also, shadows of trees, 

cars and other obstacles affects the lane markings 

and boundaries captured in the input image, further 

increasing the challenges. The performance of the 

algorithms is sensitive to these features. Hence, 

processing frame-by-frame, some algorithms fail or 

have few inconsistencies in their outputs. It is also 

found that in a constrained environment, it is easy 

for an autonomous vehicle to navigate and track the 

path, but it becomes difficult for the algorithm to 

process the same in real and dynamic world. 

 Literature survey related to autonomous 

vehicle technology is carried out; various 

methodologies for autonomous vehicle are taken into 

consideration. With respect to the above stated 

difficulties and drawbacks algorithm chosen should 

be efficient, possess high processing speed, low 

complexity, high computing efficiency, low memory 

requirement and easy implementation. Further, the 

algorithm should be flexible for future development 

and upgradation. 

 

II. METHODOLOGIES 
1. Asphalt Detection & Contour Tracing 

 Using asphalt detection algorithm [2], 

detection of asphalt (black/grey part of road) is done 

on which the vehicle is treading on, to get road 

edges, contour tracking algorithm is used. It is 

achieved in following process, 

 

1.1 Region growing technique for segmentation  
 The idea behind simultaneous region 

growing technique is to choose a certain number of 

seed pixels (desired road pixels) in the image and 

start connecting the pixels in its neighborhood, as 

shown in figure 1.1 and 1.2, if they are similar to the 

seed pixels. This region grows only in the direction 

of the asphalt.  

 
Fig.1.1.1 Start of growing region and Growing 

process after few iterations 
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1.2 Texture detection  

 The texture segmentation is done by 

applying s and e filters which operate row-wise first 

and column-wise later, depicted in figure 1.2.1 & 

1.2.2. 

 After applying the filter sparse noise is 

introduced in the image. In order to reduce noise, 

median filter is used. 

  

 
Fig. 1.2.1 EE filtered image                         

 

 
Fig. 1.2.2 SS filtered image 

    

 A supervised pixel classification is 

performed on these two channels. To compensate for 

errors and make texture more pronounced, a median 

filtering is applied on both images. [2] The 

convolution of the mask h[k,j] with the image x[r,c] 

signal is defined as given in equation (1). 

 
Equation (1)   

 

1.3 Merging two outputs 
 The simplest way to combine the 

information of region growing and texture analysis 

is to take the intersection of the output regions which 

have similar grey values. Finally, all the regions that 

are 8-connected (3x3 pixel kernel) and labeled 

similarly, obtaining the asphalt region, result is 

shown in figure 1.3.2. 

 
Fig. 1.3.1 Original image           

 

 
Fig.1.3.2 After asphalt Segmentation 

 

1.4 Contour Tracing 
 It is applied to images in order to extract 

boundary pixels of a given pattern. The asphalt 

region is given a boundary to obtain road edges. 

  

  
Fig. 1.4.1 

    

In figure 1.4.1 it is shown that a pixel is 

selected on the asphalt as the starting pixel. It will 

keep on moving on its immediate left pixel until it 

reaches a pixel which isn‟t part of the asphalt. 

Three pixels P1, P2 and P3 are selected and 

checked for desired grey value. The pixel having the 

desired grey value will the new starting pixel and it 

will be labelled as boundary pixel. In this way, the 

tracing of the boundary of the road is done.  

 

Conclusion 

 In this method a framework of algorithms 

for autonomous vehicle with vision-based system is 
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presented. Algorithms described here combine grey 

value difference and texture analysis techniques to 

segment the road from the image, contour processing 

algorithms are used to produce road boundaries. This 

system is economical as it only consists of a single 

camera mounted on the vehicle. 

 

2. Fuzzy set theory 

 In autonomous vehicle navigation through 

path detection, primary goal is to achieve parameters 

of the road or path edge. This is done using the 

computer vision-based system installed on the 

vehicle. One of the attributes of those objects among 

color, texture, etc., edges is being the most widely 

used, since it determines shapes and contours which 

are useful features for vehicle guidance. Those 

features may be partially occluded or may be lying 

in poor uneven or varying conditions.  

 To counter the ambiguous input, fuzzy set 

theory is applied. The method is based on the fuzzy 

perception of the road edges from the gradient 

orientation image. Following is the process. In this 

the alignment of the camera that is mounted on the 

vehicle is set up with respect to the road or the path. 

Now parameters such as: - 

 
Fig. 2.1 Scene mode alignment 

 

From the above given figure 2.1, the following 

parameters are explained: 

1) Vanishing Point F: point is determined by the 

intersection of the road edges. Maybe inside the 

frame or outside it. 

2) Orientation error φ: angle between the road axis 

and the vertical axis of the image plane. 

3) Shift error δ: shift in pixels is measured at the 

bottom of the image plane between the image 

vertical axis and the road axis. 

4) The path width λ: Pixels measured at the bottom 

of the image plane allows the evaluation of the 

physical path width. 

 

 Fuzzy Mapping Function – It is used for 

creating a gradient orientation image. It is used as a 

first step in the image processing. It takes in the 

input of the frame and according to the algorithm it 

sets a perception-based algorithm, on which the 

following output is shown: 

 
Fig. 2.2 Orientation 

 

 In „a‟ the original image is fed. „b‟ shows 

that that a gradient orientation image is formed. 

After that the orientation image in the perception 

domain is created. 

 Measure of fuzziness – Method adopts 

entropy to measure the fuzziness of the gradient 

orientation image. It usually involves using 

Shannon‟s function to measure the fuzziness of an 

image. The intensification operation is achieved by 

the mapping I(Θp) given as :-  

 
Equation (2)   

 

 Using the equation (2), histogram is plotted, 

in figure 2.3, histogram is plotted using this 

function, in which it is set that way, in a particular 

duration of set it will increase and after that interval 

it will decrease and so on. 

 

 
Fig.2.3 Histogram 

 

 
Fig. 2.4 Output 
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Now, to extract the left and right edges, the 

dominant linear features are separated and plotted 

using a particular set of variables.   

Hence, in figure 2.4 we can see that road 

edges are obtained using which the central points of 

the road or the path can be calculated which is used 

for guidance of the vehicle. 

 

Conclusion 

 This approach, the conventional number of 

edge levels are found to be reduced to minimum 

since the edge information obtained from the 

gradient direction image. Consequently, road edges 

may be easily determined by a simple search among 

the reduced set of edge levels. The papers show that 

there is significant decrease in the error over the 

time when compared to the classical approach which 

is simply based on the intensity of the domain. 

 

3. Feature selection algorithm  
 Feature is one of most important factors for 

building a good classification system. For example, 

grey colour regions in the middle-bottom of the 

image are road. That is a feature useless by itself 

may be useful together with others. So, feature 

combination can provide correlation information of 

features. Utilizing these correlations may further 

improve the performance. 

There are two kinds of algorithms for feature 

selection: 

1) Feature selected by ranking: The features 

collected from training are ranked basis on a 

particular characteristic of it. Used as a principal 

or auxiliary selection mechanism. 

2) The subset selection method: It includes, two 

subset methods. Wrappers and embedded 

method. Wrappers search for the required 

features in a brute force way, requiring massive 

amounts of computation. Embedded method 

uses process of training and machine learning.  

 

3.1 Data collection and training 

 The paper suggests collecting various 

images with shadows, multi-coloured paved surfaces 

and poorly defined borders. The images are from 

several sets of data collected from a camera mounted 

on vehicle.  

 For training the algorithm, region of 

interest is selected manually that is labeled as road. 

A training set is created is which road region feature 

is labeled 1 and non-road region feature is labeled -

1. Then, the features are combined according to the 

combine function using correlation between them.  

 

3.2 Feature selection 

 Support Vector Machine is basically a 

classifier used for data feature selection. It is used 

for data mapping in a required plotting space. The 

data used for learning is placed in that space on 

which SVM algorithm is applied for classification. 

Now, the new data is fed to the already trained data 

set to get the data output.  

 This output refers to the plot where, the 

particular given region belongs to the road dataset or 

not (labeling as done previously). The classification 

accuracy of SVM classifier is based on different 

feature sets. 

 

3.3 Road detection 

The blue regions in Fig. 3.1 are the regions classified 

into the road. 

 
Fig. 3.1  

 

 
Fig. 3.2 
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 Using SVM, various edges and grayscales 

changes can be, classified accordingly and marked 

for the desired outcomes which are depicted in 

figure 3.1 and 3.2. 

 

 
Fig. 3.3 [19] 

 

 Above is the experimental data obtained 

[19]. The results obtained are having significantly 

high percentage of success rate.  

 

Conclusion 

 Papers present a vision-based real-time 

vehicle detection approach. The key part of research 

papers is that it exploits the correlation of the 

features, combination functions are used to combine 

features. After that the selected features are weighted 

according to the power of its classification. SVM-

based classifiers are used in the process of data 

training and after which the further image processing 

is done. One aspect where this method lacks is near 

shadows, when compared to other algorithms. 

 

4. Canny edge detection & Hough transformation 

 The front view of the vehicle is captured 

using the vision system mounted on the vehicle. The 

video is converted into frames and each frame goes 

through pre-processing. It includes cropping each 

frame to our region of interest, conversion from 

RGB to grayscale and then applying noise reduction 

algorithm. 

 For edge detection, authors have used 

canny edge detection and Hough transformation. An 

edge is set of connected pixels that lie on the 

boundary between two regions. The pixels with high 

gradient values are the image edges where some of 

them correspond to road boundaries.  

 

4.1 Canny edge detection 

 Many papers suggest that Canny edge 

detector for the reason that it is having a very 

desirable characteristic that it does not produce noise 

like in other approaches. The edge is represented as 

white and non-edges will be black. Pixels not having 

high gradient values will get suppressed. Further 

edges are sharpened by using hysteresis. It basically 

consists of high threshold that allows a group of 

pixels to be classified as edge points. A low 

threshold then determines which group of pixels will 

not be edge points and permits only those points that 

increments the connectivity of previously 

determined edge points. 

 If the gradient magnitude is less than the 

first threshold value then the pixel value is replaced 

by 0, otherwise replaced by 1. 

 

 
Fig. 4.2 

 

4.2 Hough transform 

 Hough transform can used to detect straight 

lines, circles, ellipse and other shapes. Its function 

applied to the edges within the mask to extract the 

lane lines in the image.  

 In captured images since lanes are in the 

bottom half of image, a region of interest trapezoidal 

mask is created to ensure that none of other lines 

outside region of interest interfere with algorithm.  

 
Fig. 4.2.1 

Fig 4.1 Original image 
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Equation (3) 

 Hough transforms searches for lines using 

the equation above given in figure 4.2.1The images 

are split in half yielding right and left side of the 

image. Each right and left sides are searched 

separately returning the most dominant line in the 

half image that falls within the 45-degree window. 

Horizon is calculated using left and right hough lines 

and projecting them on their intersection. These 

parameters obtained by these algorithms are then 

used for the vehicle guidance and proper navigation. 

 

Conclusion 

 In this methodology, the input image from 

vision system is pre-processed, and canny operator is 

used for edge detection. It performs better than other 

edge detection algorithms but takes more 

computational time. Hough Transform was used to 

identify the lanes and determine the look-ahead 

distance and the lane angles. Experimental results 

have demonstrated that this methodology is fast, 

accurate, and efficient. 

 

5. Lidar Application Based 

 LiDAR (light detection and ranging) 

enables self-driving car to pursue the information 

around it. It gives continuous 360 degree of visibility 

and also precise information. It is mounted on the 

vehicle, as a box which revolves around 

continuously, throws laser pulses. It measures how 

long it takes for the laser light to return to the sensor. 

 Planning Safe Trajectories: The safe 

planning of trajectories in local plane is done using 

LiDAR. Each revolution of the LiDAR generates a 

section cutoff surrounding. The data of each 

revolution is stacked upon one another to build 3-D 

map of the surrounding. 

 In research paper [20] it is mentioned that a 

road segmentation algorithm was developed to 

obtain road boundary points in the sensors path of 

the vehicle. 

 Object Detection: As LiDAR have become 

higher resolution and can operate on longer ranges it 

is used in object detection and tracking. LiDAR not 

only helps us to planning safe trajectories but it can 

also detect and track obstacles like car, pedestrians 

etc. Modern LiDAR helps us to differentiate 

between a person on bike and walking person. It is 

also capable, detecting at what speed and direction 

the obstacles are moving. 

 
Fig 5.1 Clothoid Geometry 

  
Equation (4) 

 
Equation (5) [20] 

 
Fig. 5.2 

 

Conclusion 

 Method mentioned in the research paper 

states that, it is very efficient despite the large rate of 

data collection from the sensor. It is capable of 

estimating the road surface edges without any 

assumption about road marking. LiDAR based 

method is particularly effective in structured 

environment. The combination of capability of 

LiDAR like navigation, mapping and high-resolution 

object detection has made the LiDAR a key sensor 

in autonomous cars today. 

 

6. Machine Learning Using OpenCV 

 The autonomous vehicle will have a vision-

based system. Computer vision algorithm that 

detects and tracks the boundaries of drivable regions 

appearing on input images. This makes the vehicle 

make use of dynamic input, frame-by-frame. Paper 
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suggests that there are many other methods like 

hough transform and Least mean square method. 

They are quite susceptible to noise and have poor 

accuracy of lane identification. So, we use machine 

learning. It helps in getting outputs accurate for even 

the bends or turns in the road or path. OpenCV, 

works on machine learning algorithms. It requires a 

data set for its training. 

 To achieve identification of drivable region 

boundaries, the pre-processing [18] of the input 

video signal is done in following steps. 

 Graying: - To improve the computation and 

remove redundant information and improve the 

processing speed. 

 Image De-noising: - The noise reduction is done 

using various filters as suggested by the papers. 

  Binarization: - Using Ostu threshold method as 

suggested by the author, distinguish the target 

object and the background. 

 

The above process is depicted in figure 6.1. 

 
Fig. 6.1 

 

 Lane Recognition: The path or the roads 

that are employed have proper markings and have 

lanes too. In following steps, the OpenCV detects 

the lanes and hence the parameters required: - 

1) It is trained for the road or path using videos/ 

frames already captured. 

2) It will generate a dataset accordingly which will 

be used for the new recognition of the road. 

3) New data is provided to OpenCV in which it 

detects the desirable parameters.  

The following figure 6.2 depicts the process,    

 

  
Fig 6.2 

 Research papers also suggest that, OpenCV 

can be used or clubbed with other algorithms such as 

Hough transform to have a better result.  

 

III. CONCLUSION 
 Lane recognition system based on OpenCV 

is feasible, and this system may fully meet the 

design requirements, it has good effect in the 

practice. The algorithm, which set ROI, can greatly 

shorten the processing time. And when the ROI is 

set priority to optimization, not only the real- time 

performance of the system is improved, but also a 

high robustness is maintained. Even if the road 

information completely lost, papers suggest that the 

system performance is good, and has the practical 

value. Also, it can be installed at very low cost and 

is versatile in its use for practical and experimental 

uses. 
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