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ABSTRACT 

This paper presents the application of 'Winner Takes All' (WTA) and Ant Colony Optimization (ACO) 

principles in Wang‟s Recurrent Neural Network to solve the Traveling Salesman Problem. Each competing 

neuron is updates with a part of the value of decision variable using WTA principle. The choice of each city of 

the route, represented by the Neural Network neurons, is made using the ACO transition rule. The pheromones 

used in this new technique are the values of the decision variables of the model. The traditional WTA method 

uses the best value of decision matrix for each iteration. The results are compared with traditional WTA 

principle and others heuristics with instances of the TSPLIB (Traveling Salesman Problem Library) and 3 

instances of spatial missions of debris removal. The presented results show that this new hybrid method assure 

equal or better results in most of the problems tested compared with traditional WTA. 

Keywords - Ant Colony Optimization, Recurrent Neural Network, Traveling Salesman Problem, Winner Takes 

All principle 
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I. INTRODUCTION 
One technique that uses Wang‟s Recurrent 

Neural Networks with the “Winner Takes All” 

(WTA) principle [1] is presented to solve the 

classical problem of combinatorial optimization of 

Traveling Salesman problem (TSP). With proper 

choices for the parameters of the Wang‟s Recurrent 

Neural Network, this technique reveals to be 

efficient solving TSP instances in real time. 

The search for the winning neuron of WTA 

can be done using the maximum value of decision 

matrix, in the traditional form, or using another 

heuristic. In this paper, a hybrid method is proposed 

using the Ant Colony Optimization (ACO) transition 

rule [2] to define TSP's routes. Some problems of 

the TSPLIB [3] were used to compare the new 

proposed method with others versions of WTA and 

they show improvement in the results with the 

hybrid technique ACO and WTA in a Recurrent 

Neural Network. 

The implementation of the proposed 

technique in this paper uses the parameters of 

Wang‟s Neural Network for the Assignment 

problem [4], [5] with the WTA principle to form 

Hamiltonian circuits [6] and can be used both in 

symmetrical and asymmetrical TSP problems. 

The present paper is divided into 5 sections, 

including this introduction. Section 2 presents a brief 

literature review on recent techniques used to solve 

symmetric and asymmetric TSPs. In section 3 are 

shown Wang‟s Recurrent Neural Network with 

WTA and ACO principles to solve TSP. Section 4 

shows the comparative results applied to symmetric 

and asymmetric instances of TSP, and in Section 5 

the conclusions are presented. 

 

II. LITERATURE REVIEW 
The TSP is one of the most challenging NP-

hard problems in Operational Research area. Many 

current papers show applications of TSP for 

transportation and delivery problems, and recently to 

drones and space mission routing. 

Debris in orbit poses a growing threat to 

space missions. In the near future, special missions 

for debris removal should be constant. The decision 

of the order of cleaning of each debris is a case of 

TSP. The application of 3 algorithms to solve real 

instances of spatial debris removal is shown in [7], 

considering the static and perturbed cases of TSP, 

simulating the debris movements. 

An adapted ACO to solve a dynamic TSP is 

presented in [8], and applied on surveillance of deers 

by drones. Adaptive Large Neighborhood Search 

(ALNS) is used by authors and compared with 

ACO-based immigrant schemes existents, with 

efficient numerical results. 

The paper [9] shows a hybrid heuristic 

model called Frequency Graph (FG) with ACO 

heuristic. Frequencies on the vertices are compared 

with weighted graphs for TSP instances. The results 

shown by the authors prove that proposed heuristic 

of frequency graphs is better than weighted graphs. 
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An artificial immune (IA) algorithm with 

estimation of distribution algorithm (EDA) to 

symmetric cases of TSP is presented in [10]. 

Population-based incremental learning and 

univariate marginal distribution algorithm are used 

to representation of TSP. Authors used local search 

operator repair infeasible solutions find by proposed 

technique. Results of benchmarks show that the IA 

with EDA are better or competitive than 

conventional IA and other hybrid algorithms.   

A Variable Neighborhood Search (VNS) 

with stochastic approach to solve TSP is show in 

[11]. The authors compare the proposed technique 

with VNS-1 and VNS-2 algorithms reported in 

literature. The proposed technique has been best 

performance than the conventional algorithms, and 

has also been tested on 60 symmetric benchmarks of 

TSPLIB. 

A Hybrid Immune Algorithm (HIA) to 

solve TSP is presented in [12]. The initial routes are 

found by a greedy algorithm, and utilize delete-cross 

operator (DO) and dynamic mutation operator 

(DMO) to improve routes. Experimental results of 

TSPLIB benchmark show that HIA is able to yield 

better solutions that of other techniques. 

The paper [13] show a hybrid technique 

with a local search based on 2-opt and Simulated 

Annealing (SA). The authors compare SA technique 

with and without the proposed local search in 

benchmarks of TSPLIB, and show improvement 

average errors about 27% with the hybrid technique 

presented. 

The discrete version of BAT algorithm to 

solve symmetric and asymmetric in-stances of TSP 

is presented in [14]. The proposed technique is based 

on echolocation characteristics of microbats. The 

authors compare BAT with other methods of 

TSPLIB instances, and results show improvements 

significantly in most of cases. 

The paper [15] shown preprocessing 

methods used are Cross-Entropy (CE) and Particle 

Swarm Optimization (PSO) with Tabu Search to 

solve moderate sized asymmetric TSP. Methods are 

compared by authors with traditional TS algorithm, 

with better and faster results. 

Efficient methods of combining 

preprocessing methods and Tabu Search (TS) for 

solving asymmetric TSP instances are presented in 

[16]. The authors use TS with two algorithms: 

randomized greedy contract (RGC) and Genetic 

Algorithm (GA). The proposed techniques reach 

optimal solutions in most of tested cases of TSPLIB 

benchmarks.  

The paper [17] show comparison of 3 

operators to Genetic Algorithm to solve asymmetric 

benchmarks of TSPLIB: partially mapped crossover 

(PMX), order crossover (OX) and new proposed 

cycle crossover (CX2). The PMX operator has better 

solutions compared with OX and CX2 in all tested 

instances by authors. An improved operator has been 

presented in [18] called by ICX, with better results 

than CX2 in most of tested benchmarks. 

 The adapting of Harmony Search algorithm 

(HS) to solve asymmetric TSP instances is presented 

in [19]. The authors found effectiveness of 59% 

compared with previous works, and routes 

imperfectness are eliminate with this new proposed 

technique. 

 

III. WANG’S NEURAL NETWORK WITH 

WTA AND ACO PRINCIPLES 
 The mathematical formulation of TSP can 

be described as a complete graph G = (V, E) where 

V = {1,…,n} is a vertex set, and E = {(i, j), i,j ∈ V} 

is an edge set. The set V represent the city vertices 

and each edge (i, j) has the associated cost cij from 

city i to city j. 

 This formulation is the same as the problem 

of Assignment, with the additional constraint (5) that 

ensures that the route starts and ends in the same 

city. 

Minimize: C = 
1 1

n n

ij ij

i j

c x
 

  (1) 

Subject to: 
1

n

ij

i

x


  = 1, j = 1,…, n (2) 

1

n

ij

j

x


 = 1, i = 1,…, n (3) 

xij ∈ {0,1}, i, j = 1,…, n (4) 

x  forms a Hamiltonian circuit (5) 

 The objective function (1) minimizes costs. 

The set of constraints (2) and (3) ensures that each 

city will be visited only once. Constraints (4) 

guarantee the condition of integrality of the xij 

binary variables. Vector x  represents the sequence 

of the TSP‟s route.  

 To obtain a first approximation for the TSP, 

Wang‟s Recurrent Neural Network is applied to the 

problem of Assignment, this is, the solution satisfies 

constraints (1)-(4), which can be written in matrix 

form [5]: 

Minimize: C = c
T
x (6) 

Subject to: Ax = b (7) 

xij ∈ {0,1}, i, j = 1,…, n (8) 

 where c is the vector with dimension n
2
 that 

contains all rows of the cost matrix c in sequence, 

vector x contains the n
2
 decision variables xij and 

vector b contains the number 1 in all positions. The 

matrix A has dimension 2n×n
2
 and has the following 

format: 

A = 
1 2 n

I I I

B B B

 
 
 




, 

 where I is the identity matrix of order n and 

each matrix Bi has zeroes in all of its positions with 
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the exception of the i
th

 line, which has the number 1 

in all of its positions. Wang‟s Recurrent Neural 

Network is defined by the following differential 

equation [4], [5]: 

1 1

( )
( ) ( )

tn n
ij

ik lj ij ij

k l

du t
x t x t c e

dt
  



 

 
     

 
  , 

 where xij = g(uij(t)), the equilibrium state of 

this network is a solution for the problem of 

Assignment [20] and g is the sigmoidal function 

with parameter : 

g(u) =
1

1 ue 
 . 

 The threshold is the vector θ = A
T
b of order 

n
2
, which has the number 2 in all of its positions. 

Parameters ,  and  are constant and chosen 

empirically [5], where  penalizes the violations to 

constraints (2) and (3) and parameters  and  

control the minimization of the objective function 

(1). Considering W = A
T
A, the matrix form of 

Wang‟s Neural Network is the following: 

 
( )

( )

t
du t

Wx t ce
dt

  


     (9) 

 The method proposed in this paper uses the 

„Winner Takes All‟ principle, which accelerates the 

convergence of Wang‟s Recurrent Neural Network 

and solves problems that appear in multiple 

solutions or very close solutions [1].   

The adjustment of parameter  was made using the 

standard deviation of the problem‟s costs matrix‟s 

rows coefficients, determining the vector: 

1 2

1 1 1

n

 
  

 
  

 
 ,  

where i is the standard deviation of row i of matrix 

c [6]. 

 The adjustment of parameter  uses the 

third term of Wang‟s Neural Network definition (9), 

as follows: when cij = cmax, the term λcij
/te  = vi, 

must satisfy g(vi) ≅ 0, this is, xij will have minimal 

value [6]; considering cij = cmax and  λi = 1/δi, where i 

= 1,…, n,  is defined by: 

max

ln

i

i

i

t

v

c








 
 
 

. 

 After a certain number of iterations, the 

term Wx(t)   of equation (9) has no further 

substantial alterations, thus assuring that constraints 

(2) and (3) are almost satisfied and the WTA method 

can be applied to determine a solution for the TSP. 

 In this step of the method, the search for the 

winning neuron can be done in the traditional way, 

using the maximum value of each line of decision 

matrix x(t) [1]. The purpose of this paper is to 

modify this search, using a principle based on Ant 

Colony Optimization algorithm.  

 The matrix x(t) is considered as the 

pheromone matrix of the ACO method, whose 

respective cost values c are used for the transition 

rule calculations to construction of a TSP route. 

 Consider the construction of route r in 

iteration t by randomly choosing a city (neuron) k. 

The probability of choosing a city l for continuation 

of route r is given by the equation: 

 

 

max

max

0

r

kl kl

r

kh hlkl
h V

x c c
if l V

x c cp

otherwise







 
 
  



  , 

 where the parameters α and β control the 

greatest emphasis on the decision matrix x 

(pheromones) or the cost matrix c, respectively, and 

Vr represents the set of vertices (neurons) not yet 

visited on route r. The ACO transition rule [2] can 

analyze all possibilities of vertices choices to TSP 

with the Vr set analysis, improving the vertices 

search for the method Winner Takes All. 

 Fig. 1 shows the analysis of the choice of 

arc from k to l, taking into account the decision xkh 

between k and h, and the cost cmax – chl between h 

and l, where h is one of the unvisited vertices on 

present route. By analyzing all unvisited vertices 

with transition rule, the choice for the WTA method 

becomes more effective. 

 
Fig. 1. Neighborhood analysis of ACO method to 

decide the arc choice between cities k and l. 

 

 In WTA algorithm the following situations 

occur: when φ = 0 updating of the WTA is 

nonexistent and Wang‟s Neural Network updates the 

solutions for the Assignment problem without 

interference; and when φ = 1 the update is called 

hard WTA, because the winner gets all the activation 

of the other neurons, the losers become null and the 

solution found is feasible for the TSP. In other cases, 

the update is called soft WTA [1] and the best results 

are found empirically with 0.25  φ  0.9. In this 

paper, experiments for each problem were made 20 

times with each of the following values for the 

parameter φ: 0.25, 0.5, 0.7 and 0.9.  

 An improvement of the technique applied 

to results of SWTA is the application of 2-opt after 

determining routes for WTA. In pseudo-code this 

improvement is made before determining the cost of 

route made by WTA. 

 The pseudo-code of proposed technique 

WTA with ACO and 2-opt is described below: 
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Let rmax maximum number of routes and r = 1. 

  {While r < rmax 

     {While Wx(t)   > , 0    2: 

         Find a solution x for the problem of 

Assignment using Wang‟s Neural Network. 

     } 

      Let x = x and m = 1; 

      Choose a row k in matrix x; 

      Do q = k and ( )x m = k; 

      {While m < n: 

          Let Vr is the set of cities not visited in route r; 

         To each l  Vr calcule: 

         

 

 

max

max

0

r

kl kl

r

kh hlkl
h V

x c c
if l V

x c cp

otherwise







 
 
  



 ; 

         Find klp = argmax{ klp ,l  Vr}; 

         Do the following updates: 

         
1 12

n n

kl kl il kj

i i

x x x x


 

 
   

 
  ; 

         (1 )kj kjx x  , j = 1, .., n, j  l, 0    1; 

         (1 )il ilx x  , i = 1, .., n, i  k, 0    1; 

         Let ( 1)x m  = l and m = m+1; 

         To continue the route, do k = l. 

      } 

      Do 
1 12

n n

kq kq iq kj

i i

x x x x


 

 
   

 
  ; 

      Let ( 1)x n  = q; 

      Improve the solution x  using 2-opt:  

      2 ( )x opt x . 

      Determine the cost of route C; 

      {If C < Cmin, then 

         Cmin = C and x x ; 

      } 

      r = r + 1. 

    } 

 

 The computational complexity of the 

proposed technique is O(n
2
 + n) [20], considered 

competitive when compared to other heuristic 

methods. 

 

IV. RESULTS 
The results of the technique proposed in 

this paper to solve the symmetric TSP were 

compared with the results obtained using 6 different 

methods cited on Section 2 for TSPLIB problems: 

FG: Frequency Graph with ACO [9]; IA: Immune 

Algorithm with estimation of distribution algorithm 

[10]; VNS: Variable Neighborhood Search with 

stochastic approach [11]; HIA: Hybrid Immune 

Algorithm [12]; BAT algorithm [14]; and SA: 

Simulated Annealing with 2-opt [13]. 

These comparisons are shown in Table 1, 

including TSP name and number of cities (n) to each 

tested instance. According to the results presented, 

12 of the 17 problems tested showed better or equal 

results using the technique proposed in this paper. 

Average errors of proposed technique vary between 

0 and 1.77%. Fig. 2 show the best results found with 

the Soft WTA and ACO principles for the kroA200 

problem of the TSPLIB. 

The results of the technique proposed in 

this paper to solve the asymmetric TSP were 

compared with the results obtained using 6 different 

methods cited on Section 2 for TSPLIB problems: 

BAT algorithm [14];  HS: Harmonic Search [19]; 

CX2: Genetic Algorithm with Cycle Crossover [17]; 

CE: Tabu Search with Cross-Entropy [15], ICX: 

Genetic Algorithm with Improve Cycle Crossover 

[18] and RGC: Tabu Search with Randomized 

Greedy Contract [16]. 

 

 
Fig. 2. Example of the kroA200 problem with 

application of Wang‟s Neural Network with soft 

WTA and ACO principles: cost of 29542 and 

average error of 0.59%. 

 

 Table 2 shows that the technique proposed 

in this paper have equal or better results than the 

techniques cited in Section 1 in 7 of 18 tested 

asymmetric problems of TSPLIB. Average errors of 

proposed technique vary between 0 and 5.37%. 

Table 3 shows the comparison between 

technique proposed with ACO principles, Soft WTA 

[21] and Hard WTA [6] techniques. The parameter  

represent the best value for each tested instance of 

TSPLIB, and Hard WTA use  = 0. Results of 

applying Wang‟s Neural Network with Soft WTA 

and ACO principles improving technique have 

average error ranging between 0 and 2.73%.  

The results are better in almost all problems 

tested when compared to the results obtained with 

the Soft and Hard WTA technique. The average of 

all errors decreased from 1.91 to 0.83%. 
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Figures 3 and 4 shows the best results found with the 

Soft WTA and ACO principles for the pr1002 and 

pr439 problems of the TSPLIB, respectively. 
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Fig. 3. Example of the pr1002 problem with 

application of Wang‟s Neural Network with Soft 

WTA and ACO principles: cost of 266118 and 

average error of 2.73%. 

 

 Table 4 compares the proposed technique 

with Hard and Soft WTA techniques applied to 

asymmetric problems of TSPLIB. Results 

demonstrate that the new pro-posed method with 

ACO principle exceeds or equals the Soft and Hard 

WTA techniques in most problems. The average of 

all errors decreased from 4.54 to 1.34%. 

 

 
Fig. 4. Example of the pr439 problem with 

application of Wang‟s Neural Network with soft 

WTA and ACO principles: cost of 108149 and 

average error of 0.87%. 

 

 Table 5 compares results of Soft WTA with 

ACO and techniques proposed in paper [7] to solve 

instances of application of static TSP to removal 

orbital debris. The data considered by authors are 

from the colision occurred in 2009 of Iridium-33 and 

Cosmos-2251 satellites and the event caused by a 

Chinese anti-satellite missile test in 2007 in 

Fengyun-1C.  
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 The authors used 3 techniques to solve 

static case of TSP in debris removal problem [7]: 

inver-over operator (IOT), an evolutionary technique 

that provides a powerful genetic operator; the right 

ascension of the ascending node walk (RAAN); and 

the nearest neighbour search (NNS). 

 

V. CONCLUSIONS 
This paper presents an application of the 

'Winner Takes All' technique in Wang‟s Recurrent 

Neural Network to solve the Traveling Salesman 

Problem, with some modifications to choose the 

winner neuron in each iteration. This technique use 

Soft 'Winner Takes All', with transition rule of Ant 

Colony Optimization.  

The results were compared with the 

traditional 'Winner Takes All' versions, Ant Colony 

Optimization, Immune Algorithm, Variable 

Neighborhood Search, Bat Algo-rithm, Simulated 

Annealing, Harmonic Search, Genetic Algorithm 

and Tabu Search. The most of the tested symmetric 

and asymmetric problems from the TSPLIB show 

improvement in results of proposed new hybrid 

technique compared with these heuristics. 

Comparing the new method with traditional 

WTA methods applied in symmetric problems, the 

average of its errors decreases from 1.91 to 0.83%. 

In asymmetric problems, the average error reduced 

from 4.54 to 1.34%. The results shown in this paper 

prove that the new hybrid WTA with ACO 

technique can improve both sym-metric and 

asymmetric TSP built routes. 
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