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ABSTRACT 
Pro-actively handling the fault in data center is a means to allocate the VM to Host before failures, so that SLA 

is meet for the tasks running in the data center. In this work Cognitive Neural Network (CNN) is used to predict 

the failure of hosts and initiate migration or avoid allocation to the hosts which has high probability of failures. 

Hosts in the data center are scored on failure probability (FP-Score) based on parameters collected at various 

levels using CNN. VM placement and migration policies are fine-tuned using FP-Score to manage the failure 

proactively.  
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I. INTRODUCTION 
Cloud data center has become a low cost 

solution for hosting of users computation and 

storage due to its unlimited resources on demand and 

pay as go model. Increasing number of users and 

enterprises are migrating their storage and 

computations to cloud data centers. Host failures 

happen in data center due to various reasons like 

memory exhaustion, hardware failures, software 

failures etc. Even in case of host failures ensuring 

the continuity of user’s tasks with full or partial 

recovery in least latency is an important fault 

tolerance characteristic. Without it the quality of 

service of the data center is reduced and it will 

impact the business of data center provider.  

Proactive fault tolerance is a way to reduce 

the down time and ensure higher QOS for the data 

center. It involves prediction of VM or host failures 

in advance and corrective actions to avoid the failure 

or in case of failure, reduce the impact of failure. 

Proactive fault tolerance has the overhead of 

increased resource consumption but considering 

reactive fault tolerance, it reduces the downtime and 

for the increased QOS provided, the overhead is 

reasonable.Deep Learning models are the latest trend 

in machine learning. They are used for various 

predictions in different domains of economic, health 

care, weather forecast and manufacturing etc. Deep 

learning models have the capability to learn the high 

quality features and semantic relations automatically 

from the structured and unstructured information 

compared to previous machine learning models 

where features are selected manually.  

In this work host fault is modeled using 

CNN. The features collected across all of the OSI 

and OS layer at each sampling period is used as 

input for the prediction model. From the error logs 

collected over a sampling period from Cloud and OS 

layer a fuzzy failure probability score (FP-Score) is 

calculated. Training set is created labeling the OSI 

and OS layer features with FP-Score. CNN model is 

trained to predict the FP-Score from the Cloud and 

OS metrics. The VM Placement and VM migration 

policies in data center are modified in accordance 

with FP-Score. Dynamic replication strategy is also 

proposed for VM in certain cases to reduce the 

impact of failure.  

 

II. RELATED WORK 
 In [1] fault tolerant scheduling to enhance 

the reliability of tasks is proposed. The sub 

reliability requirements of tasks are calculated and 

from it the VM reliability is calculated. For critical 

task VM, reliability is ensured with replication.CPU 

temperature based failure prediction is proposed in 

[2]. The prediction function model for CPU 

temperature in the data center is modeled as 

f t A,ω, ti , ti+1 

=  

et ,     0 ≤ t ≤ ti

eti , ti ≤ t ≤ ti+1

Asin ωt −ωti+1 +  eti , ti+1 ≤ t ≤ ti+2

  

 Based on the temperature model, the 

deteriorating physical machines are identified and 

the VMs are migrated from the rest of the physical 

machines selected using PSO based optimization. 

The time to recover from failure is very short in case 

of temperature based failure prediction. In [3] 

ranking based framework is proposed to locate 
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significant components in cloud applications and 

rank them to provide fault tolerance for those 

components. The cloud application is modeled as 

weighted directed graph with each component as 

vertex and the component invocation as edges. The 

weight value of the edge is calculated based on 

invocation frequency. 

W eij =
frqij

 frqij
n
j=1

 

The significance value of the component (or node) is 

calculated as  

V Ci =
1 − d

n
+  d  V Ck 

kɛN ci    

W(eki ) 

 Where n is the number of components, 

N ci    is the set of components invokingCi.  The 

significance value above a threshold is determined 

as component which requires reliability and those 

components are replicated to ensure reliability. Fault 

prediction based on Byzantine fault detection is 

proposed in [4]. The fault model is constructed using 

service resource usage model and message 

transmission model of the cloud 

applications.Byzantine fault tolerance techniques are 

widely employed for building reliable systems but 

the parameters for modeling based on resource usage 

alone is not sufficient in data centers. The reliability 

of each host is modeled in terms of host ability to 

complete the task successfully in [5]. The task 

migration from low reliability node to high 

reliability is done for proactive fault tolerance. In [6] 

VM health status is monitored frequently and 

compared against QOS parameters to detect 

violations. Based on the violations, the risk level of 

VM is calculated. Load is shifted from high risk VM 

to low risk to provide increased reliability. A online 

predictive model for job failure using statistical 

learning techniques in proposed in [7]. Linear 

Discriminant Analysis (LDA), Quadratic 

Discriminant Analysis (QDA), and Logistic 

Regression (LR) are applied for statistical learning. 

Time varying patterns of job failures and their 

system dependency is used to create a failure 

prediction model of tasks. The model is only used 

for aborting tasks which are predicted to fail and 

avoid the resource wastage. But the idea of 

predicting failures from statistical modeling of job 

attributes and system attributes can be used for 

migration decisions. The use of logs for error 

diagnosis is explored in [7]. Failure of system can be 

predicted based on the error logs. In [8] simple 

machine learning based on sparse coding is used to 

identify anomaly conditions. The model is trained 

for normal class data alone instead of both normal 

and abnormal class data. Normal class data captures 

run time behavior of a job that has not experienced a 

performance fault. The features deviation from 

normal class data is diagnosed as anomaly. The 

work in [9] proposed a anomaly prediction model for 

hosts based on parameters like CPU consumption, 

memory usage, input/output data rate, buffer queue 

length. Totally 20 features are collected in every 10 

seconds to create a measurement stream. Triple state 

stream classifier was designed to classify each 

measurement sample to normal, alert or anomaly 

state. Prediction model triggers alarm whenever a 

alert state precedes anomaly state. An unsupervised 

non intrusive domain independent framework for 

predicting latent faults in host is proposed in [10]. 

The main idea behind this method is to compare the 

machines performing the same task at same time. A 

machine deviating from normal behavior is tagged 

as anomalous. The performance counter values for 

machine m over period t is denoted as x(m, t). To 

tag the machine m as suspicious, its value must be 

measured against other machines x  values that run 

the same task at same time. To predict latent fault 

three tests sign test, turkey test and LOF test is 

proposed. Sign test is based on measuring v(m) and 

termed as genuine when v(m) is close to empirical 

mean of all machines.  

v m =
1

T(M − 1)
  

x m, t − x(m′, t)

 |x m, t − x m′, t | 
m ′∈Mt∈T

 

 Turkey test is based on calculation of 

Turkish depth function which gives high scores to 

points which are at center positions in the sample 

and low scores to points which are in the 

perimeter.LOF test is based on Local Outlier Factor 

outlier detection algorithm. The LOF function tries 

to find outliers by only looking at local 

neighborhoods. The assumption is that on different 

areas, the density of the sample might be different 

and this does not imply that points in less dense 

areas are outliers. The score of the LOF function is 

not calibrated. The greater the LOF score is, the 

more suspicious the point is. Based on this the 

suspicious hosts are identified. This approach is 

applicable only for speculative executive 

environment where resource consumption is not 

importance and only reliability is a concern. But in 

the proposed solution for fault tolerance resource 

consumption is also important. In [11] critical events 

identifying faults are determined and ranked based 

on their impact on fault diagnosis. The sequence of 

events in their order of occurrence that leads to fault 

is modeled in terms of a detection graph. Edge 

ranking algorithm is used the select the events 

critical to a particular fault and an event fault pattern 

is created.  Critical events are selected based on 

three factors of affinity, weight and time decay of 

event. Affinity describes the involvement of event. 

Weight describes the discriminative power of the 

event and time decay how recent is the event to 

fault. The rank is calculated as 

Rank e =  Ue × We × De  
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A sample event detection graph for three faults f1, 

f2, and f3 is given below 

 
Figure 1 Fault Graph [11] 

 

 The approach is adaptive to learn new fault 

patterns. But in typical datacenter, the number of 

events is very large and modeling the relationship is 

a cumbersome process. Redundant and irrelevant 

event removal can be done to reduce the modeling 

complexity. An automatic classification and 

identification of crisis in datacenter using efficient 

representation of datacenter state called finger print 

is proposed in [12].The finger print is learnt using 

statistical selection and summarization of the 

hundreds of performance metrics in datacenter. 

Performance metric in a particular epoch across all 

the application servers is summarized by computing 

the quantiles of the measured values (such as the 

median of CPU utilization on all servers). Based on 

the past observation, the values are characterized as 

hot, cold or normal. From it a summary vector 

containing one element per quantile per tracked 

metric, indicating whether the value of that quantile 

is cold, normal, or hot during that epoch is created. 

The summary vector is epoch finger print. 

Consecutive epoch finger prints are summarized as 

crisis fingerprint which characterizes the state of the 

datacenter. By matching to known crisis fingerprint, 

the state of datacenter can be predicted. The take 

way from this approach is that finger print can be 

done for host state and based on it task migration 

policy can be designed. An approach for fault 

localization in host by analyzing the dependencies 

among anomalous key performance indicators is 

proposed in [13]. A model is trained to capture the 

normal system behavior and this model is used to 

pinpoint the faulty resources that are likely to be 

responsible for possible failure. System execution 

under normal conditions in the form of relations 

among Key Performance Indicators (monitored 

KPIs), which are metrics collected on a regular basis 

from target resources of the system at different 

abstraction levels is used to train the model. A KPI 

base line model is created for normal executions. 

The deviation from base line model is measured 

frequently for tasks in hosts and task deviating 

greater than threshold is predicted to fail. 

 Unsupervised Behavior Learning (UBL) 

system for predicting failures in cloud is proposed in 

[14].UBL leverages an unsupervised learning 

method called the Self Organizing Map (SOM) 

which is able to capture complex system behavior 

with less expensive computational needs. System 

level behavior captured at OS and cloud layers are 

used to train SVM to classify normal behaviors. 

Deviation from normal system behaviors are 

predicted as anomalies. The continuous state of 

system from pre-failures to failure is modeled using 

SOM.UBL can raise an advanced alarm when the 

system leaves the normal state but has not yet 

entered the failure state. But for large datacenter, the 

application of UBL is more resource intensive. In 

[15] an integrated online anomaly prediction and 

virtualization-based prevention technique is 

proposed for virtualized cloud systems. Statistical 

learning is applied over system level metrics (cpu, 

memory, io statistics) for advance anomaly 

prediction and coarse grained anomaly cause 

inference in terms of identification of faulty VMs.   

An anomaly prediction model is created for each  

 VM applying Tree Augmented Naïve 

Bayesian Network.It is an extension of the naive 

Bayesian model with consideration of dependencies 

among attributes into account. It can classify a 

system state into normal or abnormal and give a 

ranked list of metrics that are mostly related to the 

anomaly. The problem with this method is that 

momentary surge in VM load is also detected as 

fault without consideration for next state of VM.  

 

III. PROPOSED SOLUTION 
 Different from previous solutions, the 

proposed solution formulates a deep learning based 

failure prediction model. The model is able to 

predict the failure in advance such that there is 

enough time for migration and mitigate the failures. 

With cognitive neural learning model based on 

features extracted across all layers, the fault 

prediction capability is increased in the proposed 

solution. Each host is ranked in terms of FP-Score 

(values 1 to 10). Highest value denotes host is 

approaching failure sooner than lower value hosts. 

Features extracted across three categories care used 

for deep learning. The features collected at various 

layers are given in Table 1. The features are sampled 

at every window interval of time. Every t samples is 

aggregated in form of a 2-D matrix.  

 

M =  
f11 ⋯ f1N
⋮ ⋱ ⋮

ft1 ⋯ ftN
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Category Name Description 

Cloud Layer Average VM Memory 

utilization 

The average memory utilization of VMs running in 

the host 

Average VM Disk 

Utilization 

The average disk utilization of VMs running in the 

host 

Average VM 

Bandwidth Utilization 

The average bandwidth utilization of VMs running 

in the host 

Normalized Cloudlet 

arrival rate 

The task arrival rate at host  

CloudletSatisfaction 

Ratio 

The rate at which incoming tasks are translated to 

cloudlet on a VM in the host 

OS Layer Host CPU Utilization The utilization percentage of CPU in the host 

Host Memory 

Utilization 

The utilization percentage of memory in the host 

Host Disk Utilization The utilization percentage of Disk in the host 

Host Network 

Utilization 

The utilization percentage of network bandwidth in 

the host 

Host temperature The temperature of the host 

Host Resource 

Depletion Ratio Vector 

The resource depletion ratio in terms of CPU and 

memory and disk.  

Error Features Cloudlet Error 

Histogram 

The distribution count of cloudlet errors in log over 

various error levels. 

VM Error Histogram The distribution count of VM errors in log over 

various error levels. 

OS Error Histogram The distribution count of OS errors in log over 

various error levels. 

Table 1 Features 

 

Where N features collected over t sample intervals. 

The matrix is labeled with a Failure Probability Score 

(FP).  

 

 A Loop controlled Cognitive Neural Network 

is trained to obtain the label for the input matrix M. 

The architecture of the model is shown in figure 2. 

The cognitive network is a three layered feed forward 

radial bias function network. The transformation 

applied in each layer is given below  

 

Input Layer No transformation 

Hidden Layer Gaussian 

Activation function 

Output Layer Linear Activation 

function 

 

The prediction output of the neural network classifier 

with K hidden layer neuron is given as  

 

yj
i = ∝j0+  ∝jk

K

k=1

Фk X
i , j = 1,2… n 

where 

 n number of output layer neurons 

∝j0  basis to the j output neuron  

∝ jk
 

Weight connecting j to k th 

neuron 

Фk X
i  The response of k th hidden 

neuron to input Xi  modeled as 

Фk X
i = exp −

||xi − μk||2

σk
2

  

μk ,σk  represent the center and 

width of k
th

 hidden neuron 

 

The parameter for fine tuning the performance of the 

cognitive neural network is done by Loop control.  
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Figure 2Deep Learning Classifier 

 
 

Figure 3 Solution Architecture 

 

 A CNN classifier is trained to predict the 

output label (FP-Score) for any input sample of 

Cloud, OS, and Error features expressed in form of 

2-D matrix. With this classifier, the FP-Score of all 

hosts in data center is calculated periodically. The 

VM allocation and migration policies in the data 

center are modified based on the FP-Score. FP-VM 

allocation and FP-VM migration are the two policies 

proposed in this work integrating FP score of host 

with allocation and migration decisions. 

 FP-VM allocation does not create all VMs 

at once. Instead VMs are created in a progressive 

manner. Task are allocated to VM with best fit and 

in case a match is not found, task are kept pending in 

queue. The hosts in the data center are sorted in 

ascending order of FP-Score and the hosts are 

categorized to three levels  

 

Host 1 Host 2 Host N-x Host N

FP-Score<=T FPScore<=2T
 

 

 VM’s are allocated to host who FP-Score is 

less than the threshold (T) in the order of first fit. In 

case VM cannot be allocated to host with FP-Score 

less than T, the host with score less than 2T is 

considered with replication in at least 2 hosts. The 

hosts with FP score greater than T and less than 2T 

has large chances of failing, so the VM is allocated 

in redundant manner in this case to handle the failure 

proactively. The VM are never allocated to host with 

FP-Score greater than 2T as they has highest 

changes of failing soon and are in process of 

migrating their load to reduce their FP-Score.  

 FP-VM migration policy migrates the VM 

in host based on their FP-Score. For the host whose 

FP-Score is greater than 2T, VMs in it are migrated 

in a progressive manner to other hosts whose score 

is less than 2T and checked if the FP-Score is 

reducing , VMs in host are migrated till the FP-Score 

reaches less than T. During migration, if a favorable 

host less than T cannot be found, VM is migrated to 

hosts <=2T and the VM is tried for replication too. If 

the replication fails, then VM is check pointed. Even 

in case of VM cannot be migrated due to hosts 

unavailable, the VM is check pointed. Check 

pointing is done as the last decision, so that in case 

of host fails, the VM can  be restored till the last 

check point. Check pointing is a resource consuming 

task and it is done only as the last resort. For a check 

pointed VM, if favorable host less than T becomes 

available later,  the check pointing process is 

immediately abandoned.  

 

 

Algorithm : FP-VM Allocate  

Input: VM, T 

Sort Hosts based on FP-Score in ascending 

order 

Split Hosts to three ranges ≤T, ≤2T,>2T 

R=Allocate VM to Hosts ≤T  

If R is success return; 

R=Allocate VM to 2 different Host in  

T<FPScore≥2T 

If R is success return; 

Skip the VM allocation till some time  
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Algorithm : FP-VM Migrate 

Input: VM, T 

Sort Hosts based on FP-Score in ascending 

order 

Split Hosts to three ranges ≤T, ≤2T,>2T 

R=Migrate VM in host >2T to <T  

If R is success return; 

R=Migrate VM to Host in  T<FPScore≥2T 

If R is success migrate VM to T<FPScore≥2T 

   R2== Replicate VM in  T<FPScore≥2T 

   If R2== fail , checkpoint VM       

If R is fail , check point VM 

 

 

IV. RESULTS 
 Performance evaluation of the proposed 

solution is done on Cloud-Sim [16] test bed for 

various simulation configurations. The cloudlet, 

VM, Host configurations for simulation test bed is 

imported from Google cluster trace. The 

performance is measured in terms of  

1. Response time 

2. Deadline Miss Ratio  

3. VMs Allocated 

The performance of the proposed solution is 

compared with QFEC solution proposed in [1]. 

The response time for completion of task is 

measured for varied number of tasks and the result is 

below 

 

 
 

` From the results, it can be seen that the 

response time is comparatively less in the proposed 

FP-CNN model. It is due to reduction in the amount 

of replication and wastage of resources consumed by 

replicated tasks. Deadline miss ratio is measured for 

varied number of tasks and the result is below. 

 

 
  

 From the results it can be seen in the 

proposed system, the deadline miss ratio is less than 

20% as against 55% in case of QFEC method. The 

number of VM’s allocated for replication is 

measured for varying number of tasks and the result 

is below 

 

 
 

 The number of VM allocated for replication 

is less in the proposed method compared to QFEC. 

The number of instances of intolerance to failure is 

measured for varied number of tasks and given 

below 

 

V. CONCLUSION 
 A Deep learning based proactive fault 

tolerance solution called FP-CNN is proposed. Each 

host in datacenter is assigned to a FP-Score which 

indicates the failure probability of host.  The FP-

Score allocation is based on features extracted from 

various layers and deep learning on those features. 

Two novel solutions for VM allocation and VM 

migration is proposed integrating the FP-Score value 

of hosts. Performance was evaluated in Cloud-Sim 

platform against Google cluster dataset and from the 

results, the effectiveness of the proposed solution in 

providing a proactive fault tolerance is proved.  
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