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ABSTRACT 
In this paper, an organization subjected to a random exit of personnel due to policy decisions taken by the 

organization is considered; there is an associated loss of manpower if a person quits the organization. As the exit 

of personnel is unpredictable, a recruitment policy involving two thresholds, optional and mandatory is 

suggested to enable the organization to plan its decision on appropriate univariate policy of recruitment. Based 

on shock model approach, two mathematical models are constructed using an appropriate univariate policy of 

recruitment. The analytical expressions for  mean and variance of time to recruitment is obtained for model I 

when i) loss of manpower  forms a sequence of  independent and non-identically distributed exponential random 

variables ii) inter-decision times are  order statistics  iii) optional and mandatory thresholds having extended 

exponential distribution. For model II when the optional and mandatory thresholds are SCBZ property. 
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I. INTRODUCTION 
 Exit of personnel which is in other words 

known as wastage is an important aspect in the study 

of man power planning. Many models have been 

discussed using different kinds of wastages and 

different types of distributions. In [5], for a single 

grade man power system with a mandatory 

exponential threshold for the loss of man power, the 

authors have obtained the system performance 

measures namely mean and variance of the time to 

recruitment when the inter-decision times form an 

order statistics. In [2], for a single grade man power 

system, the author has introduced the concept of 

alertness in the recruitment policy which involves 

two thresholds optional and mandatory, and obtained 

mean and variance of the time to recruitment under 

different conditions. In [10],[11] and [12], for a two 

grade man power system involving optional and 

mandatory thresholds, the authors have obtained 

mean and variance of time to recruitment according 

as the thresholds are exponential random variable or 

geometric random variable and extended exponential 

random variable when the inter decision times form 

an order statistics. In [3], the authors have studied 

the system characteristics using different univariate 

policies of recruitment and by assuming different 

types of thresholds and wastages. 

 In [6], the authors have obtained mean and 

variance of time to recruitment for a two graded 

manpower system with a univariate policy of 

recruitment involving (i) loss of manpower and 

inter-decisions times are independent and non-

identically distributed exponential random variables 

(ii) optional and mandatory thresholds follows 

exponential random variables. In [7],  the authors 

have obtained mean and variance of time to 

recruitment for a two graded manpower system with 

a univariate policy of recruitment involving (i) loss 

of man hours are independent and non-identically 

distributed exponential random variables (ii) inter-

decisions times  are order statistics  (iii) optional and 

mandatory thresholds follows exponential random 

variables. In [8] and [9], the authors have obtained 

mean and variance of time to recruitment for a two 

graded manpower system with a univariate policy of 

recruitment involving  loss of manpower and inter-

decisions times are independent and non-identically 

distributed exponential random variables with 
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optional and mandatory thresholds having extended 

exponential distribution and SCBZ property. 

 The objectives of the present paper is to 

study the problem of time to recruitment for a two 

graded manpower systems and to obtain the mean 

and variance of time to recruitment using CUM 

univariate recruitment policy for exponential 

thresholds with loss of manpower having 

independent and non-identically distributed 

exponential random variables and inter-decision 

times are order Statistics with thresholds having 

extended exponential distribution and SCBZ 

property.  

 

II. NOTATIONS 
Xi   :  Loss of manpower due to the i

th
   

                     decision epoch i=1, 2, 3…forming a  

                     sequence of independent and non- 

                     identically distributed exponential   

                     random variables with  

                     parameters , ( >0). 

Mi(.)  :  Distribution function of Xi 

mi(.)   :    Probability density function of Xi with   

                     mean  ( >0) 

Sk      :  Cumulative loss of manpower in the  

                     first k-decisions (k=1, 2….),  

                     i.e. 



k

i

ik XS
1

 

Gk(.)  : Distribution function of sum of k   

                    independent and non-identically   

                    distributed Exponential random   

                    variables. 

gk(.)    : Probability density function of Sk  
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Uk : A continuous random variables denoting  

                    the inter-decision times between (k-1)
th  

                               
and k

th
 decision epochs,k=1, 2,3…forms   

                    order statistics 

Fk(.) : Probability distribution function of Uk . 

fk(.) :    Probability  density function of Uk 

U(1) : Smallest order Statistic 

fu(1) : Probability  density function of U(1) 

U(m) : Largest order Statistic 

fu(m) : Probability  density function of U(m) 

Y : Continuous random variables denoting  

                    the optional threshold. 

Z : Continuous random variables denoting  

                    the mandatory threshold. 

W : Continuous random variable denoting  

                    the time to recruitment in the  

                    organization. 

p : Probability that the organization is not  

                    going for recruitment whenever the total  

                    loss of manpower crosses the optional  

                    threshold Y. 

Vk(t) : Probability that exactly k-decisions are  

                    taken in [0, t) 

L(.) : Distribution function of W 

l (.) : Probability density function of W 

l
*
(.) : Laplace transform of l(.) 

E(W) : Expected time to recruitment 

V(W) : Variance of the time to recruitment 

 

CUM policy : Recruitment is done whenever the 

cumulative loss of manpower crosses the mandatory 

threshold. The organization may or may not go for 

recruitment if the cumulative loss of manpower 

crosses the optional threshold. 

 

III. MAIN RESULTS 

The survival function of W is given by 

 P(W>t) =  


0k

Vk(t) P(Sk<Y)  

              +  


0k

Vk(t) P(SkY) P(Sk<Z) p         (1) 

 

3.1 Model I :  Thresholds follows extended  

exponential distributed random variables 

Y1, Y2 : The continuous random variables denoting  

                  the optional threshold for grade1 and     

                  grade 2 following extended exponential  

                  distribution with parameters 1, 2   

                  respectively. 

Z1, Z2 : The continuous random variables denoting  

                 The mandatory threshold for grade1and    

                  grade 2 following extended exponential  

                  distribution with parameters 1, 2    

                  respectively. 

 

It is assumed that Y1<Z1 and Y2<Z2 .Y=Max (Y1, Y2) 

and Z=Max (Z1, Z2) 

Conditioning upon Sk and using the law of total 

probability it can be shown that  

P(Sk<Y)  =  

=  

 P(Sk<Y)=2 ( )+2 ( ) 

– ( + )+2 (2 + ) ( + )+2 (2 + ) 

+2 ( +2 )- –  (2 +2 ) 

P(Sk<Y)=2D1+2D2–4D3+2D7+2D8-D9-D10-D11 (2)    

Similarly  
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P(Sk<Z)=2 ( )+2 ( ) 

              – + ))+2 (2 + )+2 ( +2 ) 

             - –  (2 +2 )  

P(Sk < Z) = 2D4+2D5 – 4D6+2D12  

                  +2D13-D14-D15-D16   (3)  

Using (2) and (3) in (1), we get 

P(W>t) = 


0k

k )t(V {(2D1+2D2–4D3+2D7+2D8-D9 

                         -D10-D11)[1-p(2D4+2D5– 4D6+2D12+2D13 

                        -D14- D15-D16)+p(2D4+2D5 – D6+2D12 

               +2D13-D14-D15-D16)}    (4) 

From renewal theory and using L(t) = 1- P(W>t)  

and l(t) = L(t), l
*
(s) = Laplace transform of l(t), we 

get 

l
*
(s) =   



0k

(s)  - (s)] {(2D1+2D2–   

            4D3+2D7+2D8-D9-D10-D11) [1-p(2D4+2D5–   

            4D6+2D12+2D13-D14- D15-D16)+p(2D4+2D5 –   

            4D6+2D12+2D13-D14-D15-D16)} (5) 

where  D1 = ( ),  D2 = ( ) , D3 =  ( + ), 

D4 = ( ),  D5 = ( ) , D6 =  ( + ),  

D7 =  (2 + ), D8 =  ( +2 ), D9 =    

D10 = D11 =  (2 +2 ) ,   

D12 =  (2 + ) , D13 =  ( +2 ) ,  

D14 = , D15 = D16 =  (2 +2 ). 

Let U1, U2, U3, U4,........ Um be arranged in an 

increasing order so that we have sequence U(1), U(2), 

U(3), U(4),........U(m). U(r) is the r
th

 order statistics 

r=1,2,3,….m. The random variables U(1), U(2), U(3), 

U(4),........ U(m) are not independent. For r=1,2,3….m, 

the probability density function of U(r) is given by 

, 

r=1,2,3….m , Where f(t)= F
1
(t)   (6) 

According as probability density function of inter-

decision times in (6) if   (or) )  

when the cumulative distribution F(t) of Ui, 

i=1,2,3… is given by 

F(t)= 1   , f(t)=       (7) 

From (7), when the probability density function of 

inter-decision times are that of the first order 

statistics. 

First Order: 

Suppose f(t)=fu(1)(t) 

fu(1)(t)  = m   , fu(1)
*
(s)=    (8) 

From (5) , we get 

 l
*
(s) = [f

*
(s)-1]  



1k

{(2D1+2D2–         

            4D3+2D7+2D8-D9-D10-D11)[1-p(2D4+2D5–  

            4D6+2D12+2D13-D14- D15-D16)           

           +p(2D4+2D5 – 4D6+2D12    

           +2D13-D14-D15-D16)}  (9) 

It is known that 

E(W) = 

0s

* )s(l
ds

d










    (10) 

E(W
2
) = 

0s

*

2

2

)s(l
ds

d











   (11) 

Var(W) = E(W
2
) – (E(W))

2
  (12) 

Using (9) in (10) it can be shown that 

E(W) =


1k

{(2D1+2D2–4D3+2D7+2D8 

                    -D9-D10-D11)[1-p(2D4+2D5–4D6 

                   +2D12+2D13-D14- D15-D16)+p(2D4+2D5 

                   – 4D6+2D12+2D13-D14-D15-D16)}  (13) 

Equation (13) gives the meantime to recruitment for 

first order. 

Using (9) in (11) it can be shown that 

E(W
2
)  = 



1k

{(2D1+2D2–D3 

                      +2D7+2D8-D9-D10-D11)[1-p(2D4+2D5 

                      – 4D6+2D12+2D13-D14- D15-D16)          

               +p(2D4+2D5 – 4D6+2D12+2D13 

                       -D14-D15-D16)}     (14) 

Using (13) and (14) in (12), we get variance of time 

to recruitment for first order. 

m
th

 Order: 

Suppose f(t)= fu(m)(t) 

From (6), we get fu(m)(t)=   (15) 

By using the fourier Transforms, we get  

f
*
u(m)(s)=  (16) 

l 
*
(s) = {(2D1+2D2 

               –4D3+2D7+2D8-D9-D10-D11) 

         [1-p(2D4+2D5– 4D6+2D12+2D13-D14 

             - D15-D16)+p(2D4+2D5 – 4D6+2D12 

            +2D13-D14-D15-D16)}    (17)  

where B=   

Using (17) in (9) it can be shown that 

E(W) =  


1k

 {(2D1+2D2–4D3+2D7 

                  +2D8-D9-D10-D11)[1-p(2D4+2D5 

                 – 4D6+2D12+2D13-D14- D15-D16) 

           +p(2D4+2D5 – 4D6+2D12+2D13 

                  -D14-D15-D16)}     (18) 

Equation (18) gives meantime to recruitment for  

m th order. 

Using (17) in (10) it can be shown that 
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E(W
2
)=

 

{(2D1+2D2–4D3+2D7+2D8-D9-D10-D11) 

[1-p(2D4+2D5– 4D6+2D12+2D13-D14- D15 -D16) 

+p(2D4+2D5 – 4D6+2D12+2D13 -D14-D15-D16)}   (19) 

Using (18), (19) in (12), we get variance of time to 

recruitment for n
th

 order statistics. 

 

3.1.1 Numerical Illustrations 

 The analytical expressions for the 

performance measures namely mean and variance of 

time to recruitment are analyzed numerically by 

varying a parameter at a time and keeping other 

parameters fixed. The effect of nodal parameters of 

loss of man power ( ,  ,  and inter-

decision time , m the number of decision epochs 

in(0,t] and p on the performance measures are shown 

in the following tables. 

 

Table 1 

First Order 

Varying the parameters of inter-decision time  and 

m the number of decision epochs in (0,t] and fixing 

the parameters of loss of man-hours ( ,  , 

 and p. 

 

 , p = 0.05, =0.01, 

=0.013, =0.02, =0.025,  =0.6 

 

  
m

th
 Order 

 

Table 2 

Varying the parameters of inter-decision time  and 

m the number of decision epochs in (0,t] and fixing 

the parameters of loss of man-hours ( ,  , 

 and p. 

, 

 , p = 0.05, 

 =0.01, =0.013, =0.02, =0.025,  =0.6 

 

 
 

3.2 Thresholds follows SCBZ property 
Y1,Y2 : The continuous random variables denoting  

             the optional thresholds for the grade 1  

             and grade 2 follows SCBZ property with   

             parameters ( , , , , ,  )  

             respectively. 

Z1,Z2  : The continuous random variables denoting  

             the mandatory thresholds for the  

             grade 1 and grade 2 follows  SCBZ property  

             with parameters ( , , , , ,  )  

              respectively. 

             It is  in assumed that Y1<Z1 and Y2<Z2 .    

Y=Max (Y1, Y2) and Z=Max (Z1, Z2) 

 H1(.) : Distribution function of Y1 ,   

 H2(.) :Distribution function of Y2 

 H3(.) :Distribution function of Z1,      

H4(.) :Distribution function of Z2 

    As in Rao and Talwalkar (1990), In this 

section, the distribution of optional Y and  

mandatory Z  are given by 

    yy
eqepyH 211

111 1
 

  (20)  

where  p1 = , q1 =  =1 – p1,   

p1 + q1 = 1 

Similarly H2(y) is a distribution function of Y2 have 

SCBZ property with parameter ( . 



S.Jenita Journal of Engineering Research and Application                                             www.ijera.com            

ISSN : 2248-9622 Vol. 8, Issue 10 (Part -III) Oct 2018, pp 56-62 

 
www.ijera.com                                                DOI: 10.9790/9622-0810035662                                 60 | P a g e  

 

 

    yy
eqepyH 423

222 1
 

      (21) 

where  p2 = , q2 =   =1 – p2,  

 p2 + q2 = 1 

H3(z) is a distribution function of Z1 have SCBZ 

property with parameter (  

H3(z) =  q3                     (22)          (22)      

where  p3 =       q3 =   =1 – p3,  

 p3 + q3 = 1                 

H4(z) is a distribution function of Z2 have SCBZ 

property with parameter ( . 

H4(z) =  q4    (23)     

where  p4 = , q4 =   =1 – p4,   

p4 + q4  = 1       

Conditioning upon Sk and using  the law of total  

probability it can be shown that 

P(Sk < Y)  =  

 

x 

 

P( =      

+ 1q

  

    

 

   

42312211)( NqNqNpNpYSP k   

821721621521 NqqNpqNqpNpp  (24) 

Similarly 

P( =  

  +q3  

   

   

   

   

12411310493)( NqNqNpNpZSP k 

1643154314431343 NqqNpqNqpNpp  (25

) 

Using (24) and (25) in (1) it can be shown that 

P(W>t)     = 


0k

k )t(V {(p1N1+p2N2+q1N3+q2N4   

                      -p1p2N5-p1q2N6-q1p2N7-q1q2N8) 

                      (1-p(p3N9+p4N10+q3N11+q3N12      

                      -p3p4N13-p3q4N14-q3p4N15-q3q4N16 )) 

                      +p(p3N9+p4N10+q3N11+q3N12- p3p4N13    

                       -p3q4N14-q3p4N15-q3q4N16)}        (26) 

From renewal theory and using L(t) = 1- P(W>t)  

and l(t) = L(t), l
*
(s) = Laplace transform of l(t), we 

get 

l
*
(s)  =   



0k

(s)  - (s)]    

                   {(p1N1+p2N2+q1N3+q2N4- p1p2N5 

                      -p1q2N6-q1p2N7-q1q2N8) 

                    (1-p(p3N9+p4N10+q3N11+q3N12    

                     -p3p4N13-p3q4N14-q3p4N15-q3q4N16 )) 

                     +p(p3N9+p4N10+q3N11+q3N12- p3p4N13    

                      -p3q4N14-q3p4N15-q3q4N16)} (27) 

Proceeding in the same way as in model I, from the 

(6) to (12), it can be shown that 

First Order: 

E(W)=


1k

{(p1N1+p2N2+q1N3+q2N4- p1p2N5   

             -p1q2N6-q1p2N7-q1q2N8) 

             (1-(p3N9+p4N10+q3N11+ q4N12 - p3p4N13 

              -p3q4N14-q3p4N15-q3q4N16 )) 

            +p(p3N9+p4N10+q3N11+q3N12- p3p4N13 

             -p3q4N14-q3p4N15-q3q4N16)}    (28) 

Equation (28) gives the meantime to recruitment for 

first order. 

E(W
2
)  = 



1k

 {(p1N1+p2N2+q1N3+q2N4  

                 -p1p2N5-p1q2N6-q1p2N7-q1q2N8) 

                 (1-p(p3N9+p4N10+q3N11+q3N12- p3p4N13 

                  -p3q4N14-q3p4N15-q3q4N16 )) 

                  +p(p3N9+p4N10+q3N11+q3N12- p3p4N13 

                  -p3q4N14-q3p4N15-q3q4N16)} (29) 

Using (28) and (29) in (12), we get variance of time 

to recruitment for first order. 

  

m
th

 Order: 

E(W)     =  


1k

 {(p1N1+p2N2+q1N3+q2N4 

                  -p1p2N5-p1q2N6-q1p2N7-q1q2N8) 

                  (1-p(p3N9+p4N10+q3N11+q3N12- p3p4N13 

                  -p3q4N14-q3p4N15-q3q4N16 )) 

                 +p(p3N9+p4N10+q3N11+q3N12- p3p4N13 

                 -p3q4N14-q3p4N15-q3q4N16)} (30) 

Equation (30) gives meantime to recruitment for m
th

 

order. 

 






 








 



 1
2

2

1

2 121
)(

k

m

n

k

n
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
 

 +























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
 


 

2

1 1
2

1



k

m

n n
{(p1N1+p2N2+q1N3+q2N4   
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                     - p1p2N5-p1q2N6-q1p2N7-q1q2N8) 

             (1-p(p3N9+p4N10+q3N11+q3N12- p3p4N13 

                   -p3q4N14-q3p4N15-q3q4N16 )) 

             +p(p3N9+p4N10+q3N11+q3N12- p3p4N13 

             -p3q4N14-q3p4N15-q3q4N16)}   (31) 

 

where   = ,  = ,   

 = ,  =  

  

N7 =   
 ,  = ,  

 = , N11 = ,  = ,    

  

  
 N15 =  

Using (30) and (31) in (12), we get variance of time 

to recruitment for m
th

 order statistics. 

 

3.2.1 Numerical Illustrations 

 

The analytical expressions for the performance 

measures namely mean and variance of time to 

recruitment are analyzed numerically by varying a 

parameter at a time and keeping other parameters 

fixed. The effect of nodal parameters of loss of man 

power ( ,  ,  and inter-decision time , 

m the number of decision epochs in(0,t] and p on the 

performance measures are shown in the following 

tables. 

 

First Order 

 

Table 3  

 

Varying the parameters of inter-decision time  and 

m the number of decision epochs in (0,t] and fixing 

the parameters of loss of man-hours ( ,  , 

 and p. 

   

 
p = 0.05, =0.01, =0.013, = 0.02, =0.025,  

 =0.6,m=5,  

. 

m 

/ 

 

 

0.6 0.62 0.64 0.66 

 

0.6

8 

 

 

1 
E(

W) 

1.494

3 

1.44

61 

1.400

9 

1.35

84 

1.3

18

5 

 
V(

W) 

13.27

81 

12.4

353 

11.67

02 

10.9

737 

10.

33

77 

 E( 0.747 0.72 0.700 0.67 0.6

2 W) 1 30 4 92 59

2 

 
V(

W) 

3.319

5 

3.10

88 

2.917

6 

2.74

34 

2.5

84

4 

 

3 
E(

W) 

0.498

1 

0.48

20 

0.467

0 

0.45

28 

0.4

39

5 

 
V(

W) 

1.475

3 

1.38

17 

1.296

7 

1.21

93 

1.1

48

6 

 

4 
E(

W) 

0.829

9 

0.77

72 

0.729

4 

0.68

59 

0.6

46

1 

 
V(

W) 

0.829

9 

0.77

72 

0.729

4 

0.68

59 

0.6

46

1 

 

5 
E(

W) 

0.298

9 

0.28

92 

0.280

2 

0.27

17 

0.2

63

7 

 
V(

W) 

0.531

1 

0.49

74 

0.466

8 

0.43

89 

0.4

13

5 

m
th

 Order 

 

Table 4  

Varying the parameters of inter-decision time  and 

m the number of decision epochs in (0,t] and fixing 

the parameters of loss of man-hours ( ,  , 

 and p. 

  

 
p = 0.05, =0.01, =0.013,  

= 0.02, =0.025,  =0.6, 

  

 , p = 0.05, 

 

m 

/ 

 

 

0.6 0.62 0.64 0.66 

 

0.68 

 

 

1 
E(W) 

0.10

70 

0.10

36 

0.10

04 

0.09

73 

0.094

5 

 
V(W) 

0.29

30 

0.27

44 

0.25

75 

0.24

22 

0.228

1 

 

2 
E(W) 

0.16

06 

0.15

54 

0.15

05 

0.14

60 

0.141

7 

 
V(W) 

0.48

08 

0.45

03 

0.42

26 

0.39

74 

0.374

4 

 

3 
E(W) 

0.19

63 

0.18

99 

0.18

40 

0.17

84 

0.173

2 

 
V(W) 

0.62

80 

0.58

81 

0.55

20 

0.51

90 

0.488

9 

 

4 
E(W) 

0.22

30 

0.21

58 

0.20

91 

0.20

27 

0.196

8 

 
V(W) 

0.75

14 

0.70

37 

0.66

04 

0.62

10 

0.585

0 
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5 
E(W) 

0.24

44 

0.23

65 

0.22

91 

0.22

22 

0.215

7 

 
V(W) 

0.85

86 

0.80

41 

0.75

46 

0.70

96 

0.668

4 

 

IV. CONCLUSION 
We observe the following from the above numerical 

illustrations 

From tables 1 and 3, we know that 
1.The mean and variance of the time to recruitment  

decreases as the number of decisions m and inter-   

decision times  are increases simultaneously. 

2.If m, the number of decision epochs in (0,t]  

increases, while the mean and variance of the time to 

recruitment decreases . 

3.Mean and variance of the time to recruitment  

decreases as inter-decision times increases and on  

an average the inter-decision times decreases. 

 

From tables 2 and 4, we know that 
1.The mean and variance of the time to recruitment  

    increases as the number of decisions m and inter- 

    decision times  are increases simultaneously. 

2. If m, the number of decision epochs in (0,t]  

    increases, while the mean and variance of the time    

    to recruitment increases . 

3.As , Mean and variance of the time to     

recruitment decreases as inter-decision times   

increases and on an average the inter-decision    

times decreases. 
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