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ABSTRACT 
Theprimaryobjective of Stock Market Predictionalgorithms is toforecastthefuture trend of individualcompanies' 

financialstocks. Machine Learning andDeep Learning technologieshavebecome a new trend 

forstockpredictiontechnologiesthatmakepredictionsbased on historicaltrading data. Machine Learning 

employsvariousmodelstomakepredictionsmoreaccurateandstraightforward. Inthisarticle, weuse Machine 

Learning techniquestoanalyzethestockpriceover time, determinetheaveragedailyreturn, 

identifythelowestandhighestvalues, andultimatelypredictthefuturebehavior of thestock. Inthisstudy, 

weattempttocreate an automatic buy/selldecisionusing LeNet-5-based ConvolutionalNeural Networks (CNN) 

andParticleSwarm Optimization in stocktrading. Variousaccuracyrateswereobtained in studiesconducted on 

stocks of somecompanies in the S&P 500 market withinthisscope. 
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I. Introduction 
Theterm 'Stock Exchange' is widelyused 

in manylanguagesand is 

generallyassociatedwithfinancialmarkets. 

InTurkish, theword 'borsa' is 

derivedfromtheItalianword 'bourse,' meaning 

'exchange.' A stockexchange is a market 

wherefinancialassets (such as stocks, bonds, 

commodities, currencies, etc.) areboughtandsold. 

'StockPrediction' is a conceptused in 

financialanalysisandvaluationprocesses. 

Stockprediction is an 

analyticalprocessthatattemptstoforecastthefuturesto

ckperformance of a specificcompany. Investors, 

financialanalysts, 

andotherfinanceprofessionalsoftenusestockpredicti

onstomakeinvestmentdecisionsorformulateportfolio

strategies. 

 

Deeplearning is a subfield of 

machinelearning, which is a branch of 

artificialintelligence. 

Inapplicationsrelatedtostocksandfinancialmarkets, 

deeplearning can offerpotentialadvantages in 

areassuch as pricepredictions, 

developingtradingstrategies, and risk management. 

However, theapplication of deeplearningmodels in 

financialmarketsmayfaceseveralchallenges. 

Thecomplexity of financialmarkets, uncertainty, 

andsuddenchanges can impacttheaccuracy of 

models. Additionally, thedynamicnature of data 

sets in 

financialmarketsmayrequireconstantupdatesandadju

stmentstothemodels. 

 

Therefore, accuratemodelingusingprecise 

data is crucial in creating a 

reliablepredictionandtradingalgorithm. Inthisstudy, 

data obtainedfromselectedcompanies in the S&P 

500 market werelabeled, convertedinto 2D 

imagematrices, andusedtocreate a 

buy/sellalgorithmbased on LeNet-5-based CNN 

networks. Variousaccuracyrateswereachieved in 

thetradingalgorithm, depending on thespecificstock 

data. (Theseratesmayvarydepending on thestock 

data used.) 
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1.1. Related Works 

Inseveralstudiesconducted on thissubject, 

variousadvantagesanddisadvantageshavebeenidenti

fied. Forinstance, in thearticle by J. Eapen et al.a 

performanceimprovement of 9% wasachieved; 

however, certainchallenges in 

theapplicationwerealsonoted. 

[1]Anotherstudyemploying SI-RCNN 

andotherhybridmodelsdemonstratedbetterperforma

nce but couldgenerateinaccuratepredictions in 

largedatasets.[2]In a studyusing LSTM and RMSE 

modelstheobtained model exhibitedhighdecision-

makingspeedandlowerrorrates, 

albeitrequiringsignificantresourceusageforextensive

datasets. [3] 

 

Conversely, in a studyutilizing RNN 

networksandAdaGrad a model with a 

remarkablylowerror rate wasobtained, but itsfocus 

on 

preciseaccuracywashinderedbythenecessityforexten

sive data.[4]In an RNN and LSTM-basedstudya 

highaccuracy rate (83.88%) wasachieved, but the 

risk of 

overfittingnecessitatedeffortsforregularization. 

[5]In a studyemploying Word2Vec, FastText, 

andGloVewith RNN LSTM models, althoughthe 

model exhibitedhighaccuracy, it 

wassusceptibletomanipulations, 

albeitfacilitatingease of 

trading.[6]Inanotherstudyusing 

MLPhighaccuracywasattained, but the model 

requiredmore data andfeaturesforsupport.[7] 

 

A model supportedby ARIMA, AR, and ARMA 

algorithmsachievedhighaccuracyandpredictionrates

, but occasionalinstances of 

overfittingwereencountered, castingdoubt on 

itsscientificaccuracy.[8]In a comparativestudy of 

RNN and CNN [8], while RNN performedbetter in 

prediction, 

nosignificantperformancedifferencewasfoundbetwe

enthetwomodels.[9]In a hybrid model 

involvingRelu, MLP, LSTM, 

andothermethodologiesscalingwasexcellent, but 

advancednormalization of data 

wasneededforimprovement in performance.[10]A 

model comprisingXGBoost, LR, EMA, SMA, 

andotherhybridmethodsexhibitedgoodpredictionper

formance at variouslevels but 

demandedsubstantialtraining data.[11] 

 

Inanother model involving RNN and 

LSTMexcellentpredictionresultswereobtained, yet 

the model requiredmultiplelayers, 

constitutingitsweakness.[12]In a 

studywiththemostaccurateandprecisepredictionthe 

model, based on LSTM, raisedconcerns as it 

inherentlypossessedalltheweaknessesassociatedwit

h LSTM, 

raisingdoubtsaboutitsoverallperformance.[13]In a 

studysupportedbyGenerativeAdversarial Network 

(GAN)a competitionbetweentwoneuralnetworks 

(LSTM and GAN) wasobserved. Although LSTM 

providedmoreaccurateresults, achieving optimal 

trainingwaschallenging[14] 

 

In a model supportedby PSO-LSTMthe model 

performedquitewellcomparedtomanyartificialintelli

gencemodels, but therewas a 

needforfurtherdevelopment on a 

betterfoundation.[15]Inourstudy, combiningthis 

model withanother, 

weenhancedtheperformanceandprediction in a 

morescientificandvalidmanner. In a Merton-LSTM-

basedstudydespitehighaccuracy, 

applicationdifficultiesnegativelyimpactedthemodel'

sperformance[16]A 

studyutilizingsocialanalysistomeasureuserbehavior

anddetermine market 

pricingthroughdecisiontreemethodhad high model 

accuracy, but 

itscomplexitynecessitatedfurtherdevelopment.[17] 

 

In a model using EMD algorithmwhile self-

learning, organizing, 

andinformationprocessingcapabilitieswerehigh, 

dependency on additionalfactorsweakenedthe 

model. [18]Inthis model based on DMLP, CNN, 

SVM, and RF, RF is a model 

initiallyproposedbyHo (1995), characterized as a 

parametricandnon-linear model. 

Duetoitsconsistentconvergence, this model 

effectivelymitigatestheissue of overfitting 

(Breiman, 2001). Leveragingtheadvantages of RF, 

it is commonlyemployedforstockpredictions. 

However, therobustperformanceaspect of 

thisstudyposesconsiderablechallengeswhenappliedt

ostockswithhightradingvolumes.[19] 

 

Anotherstudyusing DMLP layeredwith CNN, 

RNN, and LSTM demonstratedease of 

workingwithlarge data andgoodperformance, but it 

carriedthe risk of losingrelationships. [20]In an 

image-basedstudywhere data 

wasconvertedtoimagesandthenprocessedwith CNN 

and LR, whileperformanceimproved, challenges in 

analysisemerged.[21]In an LSTM-

basedstudydespiteachievingbettervariationdetection

andobtaining a model thatdoes not 

requiredimensionreduction, theaccuracy rate 

wasconsiderablylow. [22] 
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TheMultilayerFeedforwardNeural Network 

(MFNN) is a connectedArtificialNeural Network 

withmultiplelayersthatconsist of 

neuronsassociatedwithweightsandcalculatetheoutpu

tusingactivationfunctions. Inthisstudybased on 

MFNN andStochasticGradientDescent (SGD), 

whiletheperformancequality is quitegood, it is 

significantlyinfluencedbysignalquality. [23] 

 

Inthisstudy, one-dimensional data 

convertedintotwo-dimensional data 

wasusedtocreateConvolutionalNeural Networks 

(CNNs), resulting in highprecisionandaccuracy. 

However, thealgorithmemployedforpredictions is 

unabletoidentifythelowestandhighestETFs; thus, 

optimization is required.[24]Thisstudy is alsoone of 

thetwostudiesuponwhichourresearch is based. 

Inthisstudybased on RNN-LSTM, 

moreconsistentresultsareobtained; however, it 

requiresworkingwith a greateramount of categorical 

data. [25]. 

 

II. Metodology 
Inthispaper, weutilizedtheParticleSwarm 

Optimization (PSO) algorithmforthe optimization 

of thehyperparameters of the LeNet-5 model. 

Thepurpose of the LeNet model is theverification 

of signaturestrainedwiththe IMAGENET database. 

Consequently, weoptimizedthehyperparameters of 

the LeNet-5 model toreceive buy/sellorders. 

Theschematicrepresentation of theproposedmethod 

is presentedbelow. 

 

 
Figure-1: CNN-PSO WorkflowDiagram 

 
a. LeNet5 

 
ConvolutionalNeural Network (CNN) is a type of 

neural network 

architecturedesignedforimageandvisual data 

processing. It is particularlyeffective in taskssuch as 

imagerecognition, objectdetection, 

andimageclassification. 

CNNsuseconvolutionallayerstoautomaticallyandada

ptivelylearnspatialhierarchies of featuresfrominput 

data. ConvolutionalLayers: 

Theselayersapplyconvolutionoperationstoinput data 

usingfiltersorkernelstoextractfeatures. 

Convolutionhelpsthe network recognizepatternssuch 

as edges, textures, andmorecomplexstructures. 

PoolingLayers: 

Poolinglayersreducecomputationalcomplexitybysub

samplingthespatialdimensions of input data 

andpreservingimportantfeatures. 

Commonpoolingoperationsincludemaximumpooling

, whichretainsthemaximum value in a region, 

andaveragepooling, whichcomputestheaverage. 

FullyConnectedLayers: 

Aftermultipleconvolutionalandpoolinglayers, 

thehigh-levellogic in theneural network is 

capturedbyfullyconnectedlayers. 

Theselayersutilizethelearnedfeaturestomakepredictio

ns. 

 

𝑆(𝑖, 𝑗) =  (𝐼 × 𝐾)(𝑖, 𝑗) =  𝑚𝑛 𝐼(𝑚, 𝑛). 𝐾 (𝑖 −
𝑚, 𝑗 − 𝑛)(1) 

 

S(i, j): Output of theconvolutionoperation at position 

(i, j)  

I(m, n): Pixel of theinputimage at position (m, n)  

K(i-m, j-n): Convolutionkernel (filter) at position (i-

m, j-n) 

 

Insummary, CNNsarepowerfulneural network 

architecturesthatleverageconvolutionaloperationstoa

utomaticallylearnhierarchicalfeaturesforprocessinga

ndanalyzingvisual data. 

Theformulaillustratesthefundamentalconvolutionope

ration, a keyprocessforfeatureextraction in CNNs. 

  

ReLU, whichstandsforRectifiedLinearUnit, is a 

widelyusedactivationfunction in 

artificialneuralnetworks, 

includingConvolutionalNeural Networks (CNNs) 

anddeeplearningmodels. 

TheReLUfunctionintroducesnon-linearitytothe 

network, enabling it 

tolearncomplexpatternsandrepresentations in the 

data. TheReLUfunction is defined as follows: 

𝑅𝑒𝐿𝑈(𝑋) = max(0, 𝑥)(2) 

 

Insimpleterms, foranyinput x, 

theReLUfunctionoutputs 
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x if x is positive, andthe 

output is 0 otherwise 

 

Thisactivationfunction has become popular 

duetoitssimplicityandeffectiveness in 

trainingdeepneuralnetworks. Non-linearity: 

ReLUintroducesnon-linearitytothe network, 

allowing it tolearnandapproximatecomplex, non-

linearrelationships in the data. Efficiency: 

Thesimplicity of ReLUmakes it 

computationallyefficientwhencomparedtosomeother

activationfunctions. SparseActivation: 

ReLUtendstoproducesparseactivation, 

meaningthatonly a subset of neurons in a 

layerareactivated. This can be beneficial in terms of 

computationalefficiencyand model capacity. 

However, it is importanttonotethatReLU is not 

withoutpotentialissues, such as the "deadReLU" 

problem whereneurons can 

becomeinactiveduringtrainingand halt learning. 

Variants of ReLU, such as 

LeakyReLUandParametricReLU, 

havebeenintroducedtoaddresssome of 

thesechallenges. LeNet-5 is a convolutionalneural 

network (CNN) 

architecturedesignedbyYannLeCunandcolleaguesfor

handwrittendigitrecognition. Itwasone of 

thepioneering CNN architecturesandplayed a 

significant role in thedevelopment of 

convolutionalneuralnetworks. LeNet-5 consists of 

twoconvolutionallayers, eachfollowedby a 

subsampling (pooling) layer. Theselayershelpthe 

network learnhierarchicalrepresentations of 

inputimages. ActivationFunction: Thenon-

linearactivationfunctionused in LeNet-5 is the 

sigmoid activationfunction. FullyConnectedLayers: 

Aftertheconvolutionalandpoolinglayers, LeNet-5 has 

threefullyconnectedlayers. 

Theselayerscontributetohigh-

levelreasoninganddecision-makingbased on 

thelearnedfeatures. The final layer of LeNet-5 is a 

softmaxlayerthatprovidesprobabilityscoresfordiffere

ntclasses, commonlyusedformulti-

classclassificationtasks. LeNet-5 

wasinitiallydesignedforhandwrittendigitrecognition 

on 32x32 pixelgrayscaleimages. 

Itdemonstratedtheeffectiveness of CNNs in 

imagerecognitiontasksandlaidthefoundationformore

complexarchitecturesused in modern 

deeplearningapplications. 

Whileinitiallydevelopedfordigitrecognition, 

itsprinciplesinfluencedthedesign of subsequent CNN 

architecturesforvariouscomputervisiontasks. 

 

b. Optimization Algorithms 
i. ParticleSwarm Optimization (PSO) 

It is a computational optimization 

techniqueinspiredbythesocialbehaviors of 

organisms, particularlybirds. InParticleSwarm 

Optimization (PSO), potentialsolutionsto a problem 

arerepresented as particlesthatmove in 

thesolutionspace, adjustingtheirpositionsbased on 

theirownexperiencesandtheexperiences of 

otherindividuals in thegroup, especiallybirds. 

Theobjective is tofindthemostsuitablesolutionto a 

specific problem. PSO is commonlyemployed in 

variousdomainsfor optimization tasks 

 

𝑣𝑒𝑙𝑜𝑐𝑖𝑡𝑦𝑖  (𝑡 + 1) =   𝑤  𝑣𝑒𝑙𝑜𝑐𝑖𝑡𝑦𝑖(𝑡)  +  𝑐1 𝑟1  (𝑝𝑏𝑒𝑠𝑡𝑖 –  𝑝𝑜𝑠𝑖𝑡𝑖𝑜𝑛𝑖(𝑡))  +  𝑐2 𝑟2 (𝑔𝑏𝑒𝑠𝑡 −
 𝑝𝑜𝑠𝑖𝑡𝑖𝑜𝑛𝑖(𝑡))(3) 

velocityi (t+1) representstheupdatedvelocity of particle i at time t+1 

 

𝑝𝑜𝑠𝑖𝑡𝑖𝑜𝑛𝑖(𝑡 + 1)  =  𝑝𝑜𝑠𝑖𝑡𝑖𝑜𝑛𝑖(𝑡)  +  𝑣𝑒𝑙𝑜𝑐𝑖𝑡𝑦𝑖  (𝑡 + 1)                      (4) 

positioni(t+1) denotestheupdatedposition of particle i at time t+1. 

 
ii. AdamOptimizer 

Adam (Adaptive Moment Estimation) is a widelyused optimization algorithm in 

machinelearningfortrainingdeepneuralnetworks. Itcombinesideasfrom Momentum 

andRMSpropanddynamicallyadjustslearningratesforeachparameter. Adam is knownforitsefficiency, 

fastconvergence, andabilitytohandlesparsegradients. Bycomputingadaptivelearningratesbased on 

thefirstandsecondmoments of gradients, it enableseffective optimization in 

variousmachinelearningtasks. 

 
𝑀𝑡 =  1 .𝑚𝑡 − 1 +  (1 − 1). 𝐽𝑡()(5) 
 

𝑉𝑡 =  2 . 𝑣𝑡 − 1 + (1 −  2 ). ( 𝐽𝑡())
2
(6) 

 

�̂�𝑡 =   
𝑚𝑡

1−1
𝑡(7) 
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�̂�𝑡 =  
𝑣 

1 − 
 
  (8) 

 

𝑡 + 1 =   −   .
�̂�𝑡

√ ̂𝑡  
(9) 

 

: Model Parameters 

: LearningRate 

Jt: It is thegradient of 

theobjectivefunctionwithrespecttotheparameters at 

time t. 

1 ve 2: 

Exponentialdecayratesforthefirstandsecondmoment

s 

mt: first moment(averages ofgradients) 

vt: secondmoment (meansquaredgradient) 

t: time 

m̂t: adjustedfirstmoment 

 ̂t: adjustedsecondmoment 

 : a 

smallconstantaddedtothedenominatorfornumericals

tability (usually10
-8

) 

 

III. Experimental Results 
Inthissection, wepresentedtheexperimentalresults of 

thestocktradingordersappliedusingthe KERAS 

platform.

a. DatasetandEditing

 
Inthisstudy, weutilizedthedatasetconsisting of 

thestock data of Netflix (NFLX), Boeing Corp. 

(BA), and Amazon (AMZN) fromthe S&P 500 

stocks. Thisdatasetincludes 7 

parametersforeachstock: date, low value, opening 

value, tradingvolume, dailyhigh value, closing 

value, andadjustedclosing value. 

Tofacilitatetheunderstandingandprocessing of the 

data, it is necessarytosubjectthe data to a 

certainorganization. Therefore, labeling of 

thevalues is required. Inthisstudy, 

weusedthelabelingtype of 1/0 Buy/Sell (1: buy, 0: 

sell). This has 

facilitatedtheunderstandingandprocessing of the 

data. Intradingandinvestment, 

analystsoftenusetechnicalanalysistodeterminepotent

ialentry (buy) andexit (sell) pointsfor a 

financialinstrument. 

Thisanalysisinvolvesexaminingpastpricecharts, 

technicalindicators, 

andotherfactorstomakepredictionsaboutfutureprice

movements. Buy 

andsellsignalsareindicatorsortriggersthatmayindicat

e a good time toenterorexit a position. 

Inthiscontext, labelingthe data using 

buy/selllabelingor 1/0 labeling is 

necessarytoprocessthe data 

andobtainaccurateresults. Buy/Selllabeling is a 

binarylabelingmethod, where a signal of 1 indicates 

a buy, and a signal of 0 indicates a sell. 

 

 
a. Labeled data pertainingto Netflix 
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b. Labeled data pertainingto Amazon 

 

Figure-2: Labeled Data 

 
c. Labeled data pertainingto Boeing 
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a.  Buy signalsovertheyears 
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b. Sellsignalsovertheyears 

Figure-3:Buy andsellorders in thestockover time 
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Inordertoaccuratelyinterpretthe data andperformmachinelearning, one-dimensionallabeled data 

wastransformedinto 10x10 squarematriximagesbased on thelabel, whereeachsignalcorrespondsto a cell. Inthe 

initial stage, a general imagewascreatedtovisualizeallthe data 

 

 

 

 

Figure-4: General Image Matrices 

 

Subsequently, this general imagematrixwasorganizedtocreatedetailed 10x10 imagessuitableformachinelearning. 

Eachpixel here representsoneday. 

 
a. Theimagematrixrelatedto Netflix 

 
b. Theimagematrixrelatedto Amazon 
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c. Theimagematrixrelatedto Boeing 

Figure-5: 10 ×10 Image Matrices 

Thus, 2-dimensional visual data suitableformachinelearningstudieshavebeencreated 

 

b. HyperparameterOptimization 

Inthisproject, weuse PSO for optimization, andthetablebelowliststheparametersoptimizedwith PSO. 

Accordingtothis, thedensity of Netflix is significantlylowercomparedtoothers. Incontrast, themost dense 

layersareobserved in Amazon data. This is duetotherelativelyrecententry of Netflix intothe market 

anditsloweractivity. Boeing and Amazon, on theotherhand, havebeen in the market formanyyears, which has 

ledtohigherlayerdepths. Thehighdensity of layershelpsexplaincomplexrelationships. 

 

 

 
 
 
 
 

Table-1.  Parameter optimizationboundaries. 

 
c. Theeffects of PSO on performance 

Inthetablebelow, weutilized LeNet 5 withdefaultparametersandcompared it with LeNet-PSO. 

Alldeepmodelsaretrainedwith 30 epochsand a batch size of 16. Theaccuracyandprecision of modelscreatedwith 

PSO-optimized LeNet5 arehigher. However, therelativelylowincrease is mainlyduetothestock data used in 

thecomparison. Ifdifferentstockswereused, theseratioswould be morediverse. Whilethesensitivity rate increases 

in allstocksexcept Boeing, in thecase of Boeing data with LeNet5-PSO, it remainslowercomparedtothe model 

withonly LeNet5 applied. This is attributedtothecharacteristics of Boeing data, as thevolatility in the data 

alsoaffectsthe model performances. 

 
Table-2: Performance Metrics 

 
Theconfusionmatrixpresentedbelowdemonstratesthatthenumber of purchasesidentified as sales in the 

Netflix stock is 60 in boththeoptimizedanddefaultnetworks (LeNet 5). However, thenumber of 

purchasesidentified as purchaseswiththedeeplearning-optimized network is improvingto 80 comparedto 20 in 

thedefault network. Similarly, in thecase of Amazon, the model optimizedwithdeeplearningshows a 

relativelybetter value forpurchases, 33.7 comparedto 25 in thedefault model. However, there is nochange in 

theidentifiedsales. For Boeing, whilethedefaultmodel'spurchasecount is 61.5, it has decreasedto 55.6 in 

theoptimized model. Incontrast, thesalescount has increased in theoptimized model. Thereasonforthis is 

thevolatility, alsoknown as fluctuations, in Boeing stocks, which is highercomparedtotheothertwostocks. 

 

Parameters ValueLimits Targetparametersselectedby PSO 

  Netflix Amazon Boeing  

Dense Layer [8- 128] 109 128 120 

Dense Layer [6- 64] 4 32 24 

Adam optimization 

initialvalue 

[0.0001- 0.1] 0.001 0.001 0.001 

Data  

sssssssResult 

Netflix Amazon Boeing 

LeNet 5  LeNet 5-

PSO 

LeNet 5  LeNet5-

PSO 

LeNet 5  LeNet 5-

PSO 

Accuracy 0.58 0.64 0.55 0.62 0.59 0.60 

precision 0.39 0.42 0.41 0.54 0.55 0.63 

recall 0.61 0.65 0.57 0.59 0.57 0.52 

f1-score 0.49 0.51 0.51 0.66 0.61 0.44 
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I. LeNet5-PSO (Netflix) II. LeNet5 (Netflix) 

 
 

III. LeNet5-PSO (Amazon) IV. LeNet5 (Amazon) 

  
V. LeNet 5-PSO (Boeing) VI. LeNet5 (Boeing) 

Figure-6: ConfusionMatrices 
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IV. Results and Discussion 
Inthisstudy, it is observedthatthe buy-

sellmodelscreatedbased on LeNet5-PSO 

providehigheraccuracycomparedtoothermodels. 

Forexample, consideringonlythe model createdwith 

LeNet5, theaccuracy rate in Netflix stocks is 58%, 

while in the model optimizedwith PSO, it is 64%. 

In Amazon stocks, theaccuracy is 55% withonly 

LeNet5, whereas it reaches 62% in the PSO-

optimized model. In Boeing stocks, whilethe model 

with LeNet5 has an accuracy of 59%, theaccuracy 

in the PSO-optimized model is measured as 60%. 

Obtainingdifferentresultsforeachstockandtheconfusi

onmatrixyieldinggoodresults in 

someplacesandpoorresults in othersindicatethatthe 

LeNet5-PSO model is unstable, which is a 

significantdisadvantage. Infuturestudies, it is 

possibletomakevariousmodificationstothe model 

tomake it morestable. 
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