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Abstract: 
An Advanced Persistent Threat (APT) can be defined as a targeted and very sophisticated cyberattack. System 

administrations of all institutions need tools to help prevent this type of attack from happening. Several 

approaches have already been presented for providing solutions to this type of problem, based on the life cycle 

of the attack. In recent times, some Machine Learning practices have been implemented in an attempt to ensure 

improvements in the ability to find and mitigate these threats. 
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I. Introduction 
The establishment of security policies is one of the 

tasks of those responsible for computer and cyber 

security. 

Internally, an organization uses these 

policies to define the steps to be followed for data 

management in its technological infrastructure. 

However, the use of obsolete equipment, security 

policies not regularly reviewed, software not 

updated or lack of awareness of employees, lead to 

security flaws and vulnerabilities that allow 

intrusion into organizations by attackers / hackers. 

Today's existing conventional solutions 

cannot prevent cyber-attacks by criminals due to 

their high complexity, which have increasingly 

sophisticated tools, such as exploiting zero-day 

vulnerabilities or Denial of Service (DoS) attacks. 

Today, Advanced Persistent Threat attacks 

pose a danger to all types of organizations around 

the world, whether public or private, and will 

continue to be so in the future.[1] 

This type of attack is a constant threat 

because it is extremely difficult to detect early. 

Usually attackers use different techniques, both to 

remain undetectable during long periods, as well as 

being able to escape efficiently. 

There are large differences between an 

Advanced Persistent Threat (APT) and a "common" 

cyber-attack. The number of resources required to 

perform an attack is one of these differences. 

Common cyberattacks are commonly 

targeted at organizations with poor or even non-

existent cybersecurity policies. The purpose of these 

attacks is to steal information regarding a company's 

customers or financial activities. These attacks can 

usually be detected and the damage caused is not 

very significant.[2] 

On the other hand, APT focuses on larger 

organizations and industry sectors, causing very 

serious problems. Failure of essential services, 

intellectual property theft, and critical infrastructure 

destruction are some examples of the problems that 

can be caused by these attacks. It is very 

complicated to detect these attacks and the damage 

caused can be very critical. 

In recent years, the number of identified 

cases of APTs has grown exponentially[3][4], 

although one of the main objectives of the attackers 

is to remain undetectable. Several researchers have 

suggested different approaches in trying to perceive 

and detect this type of threat. It is perceived that the 

life cycle of this type of attack is a sign to 

understand how they work[5] [6] [7]. In addition, 

Machine Learning techniques allowed the collection 

and study of the tools used by attackers to improve 

the early detection of these attacks. 

An example of the scope that an APT has, 

is the use that the attacker obtains from current 

affairs and that give rise to great interest in the 

population. A COVID-19 situation has given rise to 

the ideal panorama for launching several attacks. 
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Health recommendations and information on the 

situation in different countries were used to attract 

users, using attack techniques such as spear-

phishing, exploits with remote access tools and 

ransomware [8]. 

 

II. Methodology 
APT is a type of long-range, long-running 

attack in which attackers seek to remain hidden 

without being found, for as long as they can. 

Usually, this type of attack is carried out to be able 

to steal data fromvarious types of institutions, public 

and private, and also from different sectors.  

Thus, it is considered thatcurrently, the 

Advanced Persistent Threats (APT) are virtually 

undetectable attacks. 

Based on this assumption, we try to answer 

the following question: Is an Advanced Persistent 

Threat undetectable even using practices and 

techniques ofMachine Learningor will it be possible 

to create defenses against this type of attack? 

Thus, bibliographical research willbe 

carried out, based on the characteristics of APT 

attacks and also on theattack detection capabilities, 

by Machine Learningtechnology, which understands 

the necessaryconcepts for the development of work. 

 

III. Literature Review 
1. Advanced Persistent Threat 

An Advanced Persistent Threat (APT) is a 

type of attack that seeks to access information and 

communication systems in an unauthorized manner, 

trying to obtain confidential information or even 

cause harm to public or private entities [2] [9]. 

After the emergence of Stuxnet [10], APT 

attacks became more careful and harmful, giving the 

notion of the ease that exists to penetrate computer 

systems, managing to avoid many of the 

sophisticated defense tools used in the protection of 

the computing environment.  

Today, many of these threats remain 

undetected. When they are detected, they reappear 

with changes to achieve their goal; some examples 

are, FIN6 [11], APT10 [12], APT41 [13] which 

were attacks that resulted in large losses of money, 

confidential information and intellectual property. 

 

a. Features of an APT 

Some United States Air Force (USAF) experts 

coined the term “advanced persistent threat” in 2006 

to simplify the debate about intrusive activities [9] 

with their civilian counterparts. In this way, the 

military managed to exchange ideas about the 

characteristics of this type of attack without having 

to reveal secret identities. The USAF used the 

following terminology to identify an APT: 

 Advanced: the enemy is familiar with 

intrusion tools and techniques, capable of 

developing custom exploits. 

 Persistent: the enemy intends to fulfill a 

purpose, take orders and attack specific objectives. 

 Threat: the enemy is coordinated, 

supported and motivated. 

Attackers who use APTs have different intentions 

and goals than other criminals who use computers to 

commit their crimes, mainly because of the targeted 

nature of their attacks. Industrial, military, economic 

espionage, appropriation of technical and 

intellectual property, financial extortion and 

political manipulation are several examples of the 

objectives that attackers who use APTs have. 

Briefly, the differences between an APT and a 

common malware attack are: 

 Definition 

o APT is a sophisticated, targeted and highly 

organized attack (e.g.Stuxnet); 

o Malware is malicious software used to 

attack and disable any system(e.g. ransomware); 

 Attacker 

o APT- Government actors and organized 

criminal groups; 

o Malware - A cracker (a hacker in illegal 

activities); 

 Target 

o APT- Diplomatic organizations, 

information technology industry and other sectors; 

o Malware - Any personal or business 

computer; 

 Purpose 

o APT - Filter sensitive data or cause harm to 

a specific target; 

o Malware - Personal recognition; 

 Attack life cycle 

o APT - Maintain persistence as possible 

using different ways; 

o Malware–It ends when it is detected by 

security actions (e.g. antivirus software); 

b. APT Attack Process 

APTs can be described from different 

perspectives. Each APT attack is performed 

differently and is typically targeted at a specific 

victim or institution. Generally, the attack starts by 

trying to get an entry point into the network that it is 

intended to attack. The next step will be the creation 

of a communications network through personalized 

malware, which will allow attackers to maintain 

access and thus be able to inject malicious software 

into the attacked network.This malware sneaks 

around the system, looking for vulnerabilities it can 

exploit and infecting other hosts on the network. It 

is capable of multiplying, making copies of itself, in 
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order to maintain persistence within the network it is 

attacking.  

The APT malware manages to create other 

connections with the outside as it acquires access 

within the network and in this way is able to obtain 

as much information as possible. FireEye conducted 

research on APT1 and described an example of a 

lifecycle approach. In the analysis carried out on 

APT1, FireEye presented a report and in it 

demonstrated an eight-stage model of the life cycle 

of an APT attack: 

1. Initial recognition, 

2. Initial commitment, 

3. Establish a foothold - after gaining access 

to the target, attackers use the gained access to 

further reconnaissance. They use malware to create 

networks of backdoors and tunnels to go undetected. 

APTs are able to use sophisticated malware 

techniques to cover their tracks. 

4. Escalate Privileges – after gaining access to 

their target's network, APT attackers are able to 

obtain system access passwords to gain 

administrative rights. In this way, they can have 

more control of the system and deeper levels of 

access. 

5. Internal Recognition, 

6. Move laterally - after obtaining 

administrator rights, attackers can move within the 

target's network at will and attempt to access other 

servers and other secure areas of the network. 

7. Maintain Presence - Attackers can remain 

undetected for long periods and can create a 

backdoor to gain access to the system at any other 

time they want. 

8. Complete Mission. 

It will not be necessary for the stages between point 

3 (establish the support point) and point 8 (complete 

mission) to always occur in that order [14]. This 

report is known for identifying and understanding 

these types of threats. 

As you discover some APT attacks, you can see that 

its structure can be different and that it changes 

according to the specific objective for which it was 

created. Its different forms of attack make it very 

difficult to detect them. 

 

c. Methods and Techniques 

APT attacks use different methods and 

techniques to achieve their goals. They usually start 

with an analysis and observation of the victim. 

Spear-phishing or emails, in conjunction with social 

engineering, are used in various situations to get the 

user/victim to transfer an infected file to their 

machine. After that, the attacker manages to 

penetrate the victim's machine and, through the 

organization's network, obtains access to the other 

computers connected to it. 

The use of zero-day exploits and unknown 

infection vectors are the methods that best 

characterize the most “advanced” APT groups. With 

these methods, groups are able to attack various 

government institutions in different countries in 

order to steal confidential information and remain 

undetected for long periods of time. 

Generally, the techniques used to carry out APT 

attacks can be combined or adjusted depending on 

the target to be attacked. Some examples of these 

techniques are: 

 Social engineering: Manipulating people 

with privileged access, so that they compromise 

information systems, leading them to disclose 

personal information and thus being able to carry 

out malicious attacks through control and 

persuasion, as an alternative to random attacks[15]. 

 Spear-phishing:It is a technique that aims 

to collect confidential, financial information or even 

user credentials from a particular institution[16]. 

 Watering hole:It's a technique very similar 

to spear-phishing in which attacks are tailored to the 

'victims' needs. Taking into account 'victims' 

personal interests, attackers try to get information 

from them[17]. 

 Drive-by-download: When a web page with 

malicious code is consulted, an unintentional 

download is performed and the malicious software 

contained therein is executed[18].Malware is 

transferred “stealthily” without users noticing it, 

taking advantage of security flaws or integrated 

plugins such as ActiveX, Java/JavaScript or Adobe 

Flash player[19]. 

 

d. Assignment problem 

Attributing a cyberattack or a particular 

campaign to an actor is an increasingly complicated 

matter. It gets worse when trying to relate an APT to 

a group or state. IP addresses, emails or the 

malicious code used are some of the different pieces 

of evidence that experts analyze to be able to 

identify the attackers. It is customary for attackers to 

impersonate third parties in order to hide their illicit 

operations. This is called the “false flag concept”. In 

recent years, attacks identified as having been 

carried out by government actors and organized 

groups have shown a significant increase. The main 

actors can be identified as government actors and 

organized criminal groups. 

 

2. Machine Learning 

Machine Learning (ML) is a branch of 

Artificial Intelligence (AI) that provides the 

computational process of automatically inferring 

and generalizing a learning model from sample data. 

ML seeks to find solutions to difficult-to-solve 

questions, through the use of algorithms and 
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techniques to automate answers to complex 

problems that are difficult to solve through 

conventional programming methods. ML uses 

models with mathematical and statistical functions 

and techniques to trace data dependencies, 

causalities, and correlations between input and 

output data. 

ML has several utilities that help solve day-

to-day problems but also serve as support for those 

who have decisions to make. Generally, several 

researchers from different areas of knowledge are 

combined for its development. ML is capable of 

solving problems such as recommender systems, 

fake news detection, sentiment analysis, fraud 

detection systems, facial recognition, language 

translation and chatbots. 

 

1) Techniques and Algorithms 

 

Analyzing the type of data in cause, there are 

labeled data and unlabeled data. For a given 

question, if there is a correct answer then this data is 

considered labeled data. If the answer is unknown, 

then is considered unlabeled data. ML algorithms 

have the ability to learn from available data. The 

main ML models can be classified as supervised 

learning and unsupervised learning. 

 

a) Supervised Learning 

Supervised ML learning aims to build a model that 

generates evidence-based predictions in the presence 

of uncertainty. Its algorithms analyze a set of known 

input data and known responses to the input data 

(output) and train the model and generate analytical 

predictions in response to the new data. Weather 

forecasts are examples of the use of these 

algorithms. 

In order to create predictive models, supervised 

learning uses classification and regression 

techniques. However, the most popular and used 

techniques for this type of learning are [20]: 

 artificial neural networks; 

 support vector machines; 

 decision trees; 

 bayesian networks; 

 k-nearest neighbors; 

 hidden markov models. 

 

b) Unsupervised Learning 

Unsupervised learning does not have a test or 

training dataset, as does supervised learning. It 

receives unlabeled data that is presented and later 

the model itself should be able to learn from them 

and also make predictions of future results[21].  

When there is a large amount of unlabeled data 

required by the problem to be addressed, the best 

learning model is this one, which aims to find 

hidden patterns or specific structures in the data. 

With unsupervised learning, inferences are obtained 

from data sets, which consist of input data without 

labeled responses. Dimensionality reduction (such 

as principal component analysis or PCA) and 

clustering techniques (e.g. k-means, fuzzy c-means 

and hierarchical) are used by this learning model to 

develop predictive models. 

The detection and classification of unwanted emails 

or spam is one of the examples of application of this 

unattended ML model. 

 

2) Role of Machine Learning in 

Cybersecurity Applications in APT Detection 

 

Currently, targeted and massive attacks that can 

cause damage to the attacked institutions, such as 

the loss of confidential information, are 

commonplace. 

Several researchers are looking to study different 

approaches for preventing or reducing the risk of 

attacks. 

These investigators use some methods and 

techniques directly related to Machine Learning. 

The large amount of data and the rapid progress of 

today's threats have made preventive measures 

require greater capacity for analysis and response, in 

the shortest possible time. 

For this reason, automated tools have been created 

to assist cybersecurity administrators. Machine 

Learning techniques are useful tools in 

implementing cybersecurity. 

Network traffic behavior models can be created to 

detect abnormal activities, reduce the number of 

false positives in alarms and detect threats in real 

time[22]. 

However, Machine Learning can be used to create 

attacks, for example, sending fraudulent emails or 

password cracking software[23]. 

Machine Learning applications in cybersecurity can 

be classified as follows[24]: 

 Detection: tools that allow detecting 

abnormal behavior to generate alerts in real time and 

facilitate decision making. 

 Protection: detects vulnerabilities to install 

security patches automatically. 

 Prediction: Techniques and algorithms to 

predict attacks and develop anti-malware 

techniques. 

 Elimination: automatic elimination of the 

threat. 

Cybersecurity can be improved with the 

implementation of Machine Learning techniques 

and thus be a great help for system administrators of 

different organizations, in the search for unusual 

behavior in their networks, such as an APT. 
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There are certain approaches that are very relevant 

for the detection of APT and that should be taken 

into account, such as: 

 Watch for unusual alert patterns to detect 

malicious payload-aware malware, known 

components, and remote-control activities.  

 Monitoring suspicious outbound network 

traffic can display significant parameters such as 

infected computers, C&C centers and data filtering. 

 Monitoring unexpected internal network 

traffic can reveal escalating privileges, lateral 

movement and malware propagation.  

Some applications that use Machine Learning 

techniques are: 

 Spam and Phishing Detection – Unsolicited 

emails from unknown senders with advertising or 

commercials are called Spam. Phishing is one of the 

most used forms of attack to create an entry point 

for the attacker into the target's network to attack. 

The victim is tricked into visiting a fraudulent 

website in order to steal their credentials. Phishing 

detection is increasingly complicated due to the 

evolution of evasion strategies used by attackers, 

such as open redirects to avoid spam filters[25][26]. 

Some Machine Learning classification techniques 

help in spam detection. It is necessary to define 

criteria that help to distinguish an authentic email 

from a fraudulent one, allowing the algorithm used 

to learn to recognize the origin of any email. Certain 

authors [27] have proposed a scoring technique to 

detect side spear phishing emails using a 

combination of various resources and have created a 

practical, deployable, real-time detection system for 

such attacks. 

 Malware Detection – Malware currently 

creates executable files that cause problems on a 

network's systems or steal data without users' 

knowledge. The malware communicates with a 

C&C server via randomly created IP addresses or 

URLs. Thus, creating blacklists is not an efficient 

method of fighting malware. For this reason, 

Machine Learning algorithms have been used to 

detect malicious communication addresses. Some 

researchers have proposed Machine Learning 

techniques for malware detection[28]. Some authors 

presented a new proposal[29]to detect C&C 

channels used in APT attacks, which consisted of 

observing certain communication patterns in web 

browsing and thus identifying and detecting the 

malware used in these attacks.A different approach 

[30]aimed to detect malware by analyzing DNS 

traffic and malicious traffic by monitoring traffic at 

the network egress point. 

 Intrusion detection – by monitoring 

network traffic, it is possible to analyze data flows 

in search of unusual behavior patterns such as 

intrusion detection systems and intrusion prevention 

systems. This method can be divided into misuse 

and anomaly detection. Anomaly detection uses 

network modeling techniques and identification of 

abnormal behavior of the data flow in the network. 

Misuse detection uses signature-based (hash) 

techniques on known attacks to detect potential 

attacks[31]. Certain authors have reviewed the 

Machine Learning techniques used for these 

detection methods[32]. Other authors propose the 

detection of lateral movement[5]based on anomalies 

in malicious sessions of Remote Desktop Protocol 

(RDP) in Windows operating systems, taking 

advantage of the system event logs, several Machine 

Learning techniques were evaluated in order to 

classify RDP sessions and detect malicious session 

entries. 

 

3) Approaches used for APT detection 

 

In recent years there has been an 

exponential increase in the volume of data generated 

by information systems and all devices connected to 

the Internet, called Internet of Things (IoT). This 

increase has made it more difficult to detect 

malware and network attacks. 

However, several approaches have been suggested 

to solve this type of problem. Examples of this are: 

 dynamic analysis[33],  

 context based[34],  

 independent access[35],  

 contextual information[36], 

 information flow tracking[37].  

It is urgent to analyze this data in the shortest 

possible time, in order to quickly detect an attack. 

As a result, researchers started using Machine 

Learning techniques to improve the true positive 

rate in detecting APT attacks[38].  

It was presented in[6],a system based on Machine 

Learning called MLAPT. This model uses ML 

algorithms to perform its analysis and thus managed 

to detect some APT attacks through early warnings 

that were created from a correlation structure 

between several detection modules. MLAPT is 

based on the analysis of a six-phase life cycle of the 

APT:  

1) Intelligence collection,  

2) Entry point,  

3) C&C Communication,  

4) Lateral Movement,  

5) Asset/Data Discovery, 

6) Data exfiltration.  

The MLAPT framework works in three phases: 

 Threat detection: Network traffic is 

scanned by eight detection modules to find the 

techniques used by APT. The output of this phase 

consists of alerts, known as events. 
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 Alert correlation: Events generated by 

detection modules are correlated and the output can 

be two types of alerts. 

 Attack Prediction: A Machine Learning 

based prediction module is used to detect APT 

techniques. 

Another framework for APT detection is DFA-

AD[39]. It is a new distributed framework 

architecture, which classifies events in a distributed 

environment and relates them to detect techniques 

used by APT. Detects attacks in a distributed 

environment on the Trusted Platform Module 

(TPM).  

There are three designed phases of the DFA-AD: 

 Network traffic - traffic flow is collected, 

processed and analyzed by a recognition method 

using Machine Learning algorithms. 

 Correlation event - through specific rules 

provided by an administrator, events generated in 

the previous phase are collected to be evaluated. 

 Alert service - previous information is 

analyzed and alert is generated if an APT attack is 

detected. 

 

3. APT Life Cycle Analysis 

To understand the functioning of an APT 

attack, it is essential to understand its life cycle and 

identify the most used malicious techniques. 

APT attacks use different resources to go 

undetected. Some researchers have proposed in 

recent years, life cycles organized in stages. These 

steps are made up of the techniques, methods, and 

tools used to carry out a targeted attack. The number 

of stages in a lifecycle varies according to the 

proposed approach; for example, a life cycle may 

consist of three stages[40]to eleven stages[1]. 

There are similarities between the various 

proposed life cycles regarding the techniques and 

methods employed by attackers at each stage. 

Lifecycles with more stages are sometimes 

subdivisions of stages of shorter lifecycles, in order 

to be able to explain in more detail how the APT 

attack works. Each of these attacks has distinct 

attributes and multiple attacks can use identical 

lifecycles. 

 

4. A New Proposal 

 

Several lifecycles were recently chosen to write an 

APT attack. The tactics, techniques and procedures 

(TTP) used by attackers at each stage of these 

lifecycles were defined. 

The IKC, CKC and chain of attack models were 

used as a basis for certain models described above. 

Used as a basis for the seven-stage lifecycles 

analyzed, the CKC is a well-known model for this 

type of attack. For attack models with four to six 

stage lifecycles, the IKC was the preferred model. 

After reviewing the proposed approaches, it was 

concluded that the initial steps are the study and 

analysis of the target. The next step is exploiting 

vulnerabilities to compromise one or more hosts of 

the target to attack. After that, the attackers perform 

the data extraction to a C&C server (command-and-

control server), in a stealthy way. Mandiant 

(American cybersecurity company) reveals that 

when cleaning is performed as a final step, the 

attacked organization will possibly not realize that it 

has been attacked. 

It should be noted that life cycles are analyzed to 

better understand how APT attacks work. However, 

attackers can use tailored TTPs to achieve their 

intended goals and use the steps in any non-

predefined order. 

Typically, APT attacks are targeted and carried out 

stealthily so that they are very difficult to detect 

early. 

APT attacks can be considered passive or active 

actions, ranging from social engineering attacks to 

specific attacks such as unauthorized access to 

servers. Passive actions are all those that do not 

change data or that do not interfere with the 

transmission of information. Example of passive 

actions are port scanning techniques. Active actions 

are those that modify data or the flow of packets and 

also those that remove information. An example of 

these actions is distributed denial of service. 

Machine Learning has techniques that provide 

solutions for analyzing large amounts of data, such 

as IDS alerts, logs or unauthorized remote 

connections. IT administrators use the help these 

scans provide to identify abnormal network 

behavior that could indicate inappropriate use of 

computer resources, common malware installed on a 

network host, or an APT attack. 

With this model, it is intended to be able to detect 

early and efficiently APT attacks. However, some of 

these attacks are not detected at one or several 

stages of their life cycle, so it is proposed that 

detection solutions are implemented from beginning 

to end of the active attack, with the help of ML 

techniques. 

 

IV. Reflection 
Currently, one of the great values that 

organizations have is their data and the information 

contained in their databases. For this reason, it is not 

surprising that all institutions begin to invest more 

and more in the protection of these values. 

However, in the same way that security 

policies have undergone significant evolution, with 

the development of new defense techniques and 

technologies, the methods of attack and invasion of 
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business and government systems have also evolved 

considerably. 

In addition to the more traditional methods 

of cybernetic attack, such as malware, in recent 

years it has been noticed that Advanced Persistent 

Threat (APT) are increasingly used in attacks. 

Despite the efforts made to prevent this type of 

attack and mitigate the damage that comes from 

these attacks, it is clear that organizations only 

realize that they have been attacked long after the 

attack has taken place. 

One of the technologies in which a lot of 

trust has been placed to be able to detect this type of 

attack is Machine Learning. It is expected that 

through its techniques and also with algorithms 

capable of 'learning' to detect malicious code and 

abnormal network traffic, it will be able to prevent 

large-scale attacks with the possibility of causing 

very significant damage to the attacked institutions. 

 

V. Conclusion 
Advanced Persistent Threat (APT) are 

personalized, sophisticated, and targeted attacks. It 

is an attack method that should make all institutions 

concerned about the security of their data and their 

entire computer system. 

Initially these attacks were aimed at high 

value targets, such as countries, government 

institutions or large corporations. However, in 

recent times, attacks have been carried out on 

smaller companies, which constitute the network of 

suppliers of these large corporations in order to gain 

access to their systems. 

One of the major problems with APT 

attacks is the fact that you can never be absolutely 

sure that backdoors have not been active, even after 

the attack has been discovered and the threat is 

thought to be under control. These active backdoors 

can allow attackers to re-enter the system at any 

time. 

Attackers can be classified as private actors 

or government actors. There are several techniques 

used by these actors to carry out an attack. As the 

attack progresses successfully, the techniques 

become more sophisticated. 

The Machine Learning techniques and 

models frequently used in the detection of an APT 

attack are SVM, k-NN and DT. 

We also analyzed the life cycles of an APT 

attack in which each cycle is formed by different 

stages. The stages of the different cycles have 

similarities that allow them to be grouped together, 

however they represent a non-linear order of attack 

behavior which means that it does not have to 

follow a predefined sequence in carrying out the 

attack. It was recommended to use ML techniques 

that gave good results. 

This model has the advantage of considering the two 

types of life cycle stages: passive and active. In this 

way, it simplifies the behavior of an APT attack. It 

has the disadvantage of not being able to obtain the 

data sets for training the different Machine Learning 

algorithms. 

Despite the great evolution that has been taking 

place with Machine Learning techniques, Advanced 

Persistent Threat continues to be the greatest danger 

to the computer security of public and private 

organizations around the world. 

The major investment of all institutions will 

continue to be prevention, investing heavily in 

training all employees, motivating them to have 

responsible behavior that does not jeopardize access 

to their organizations IT systems. 
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