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ABSTRACT 
Bite marking is considered an important topic in forensic odontology. The bite mark detection and classification 

is used to identify the suspect in a crime scene. The recent advances in computer vision (CV) and artificial 

intelligence (AI) models have resulted in the design of bite marking detection and classification models. At the 

same time, the available machine learning (ML) and deep learning (DL) models make the bite marking detection 

and classification more effective. This study is abouthow the bite marking detection and classification is done 

using segmentation with Transfer Learning (TL) approach. The major intention of this technique is to determine 

the correct class labels for the bite marked images. This technique primarily involves different stages of pre-

processing. In addition, this technique projects a new Chan-Vese segmentation approach to identify the bite 

marked regions followed by DenseNet-169 model, which is employed for feature extraction of bite marked 

images. Finally, support vector machine (SVM) and logistic regression (LOR) models are exploited as 

classification models. The performance validation is accomplished using a dataset collected by our own. The 

performance of the proposed model is analyzed using various performance metrics such as accuracy, sensitivity, 

precision, recall, and F1 score. Furthermore, the results show that the proposed DenseNet-LOR model 

outperforms by achieving 98.70% of accuracy when compared with other existing techniques such as CNN 

Layer-3,CNN Layer-4,CNN Layer-5,CNN Layer-6 and DenseNet-SVM. 
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I. Introduction 
A bite mark is a kind of evidence that 

might be found after a crime. But this kind of 

evidence needs further study and also it is 

controversial. Teeth are frequently employed as 

weapon once a victim tries to ward off an assailant 

(or) one person attacks another [1]. It is quite easy to 

record the evidence from the injury and the teeth for 

comparing the pattern, shape, and size. In addition, 

traces of saliva deposited during biting might be 

recovered for acquiring DNA evidence. When the 

dentist is aware of different techniques to preserve 

and collect bitemark evidence from victims, it might 

be possible for them to prosecute, assist and identify 

violent offenders [2]. Bite mark analysis depends on 

the principle that ‘no two mouths are the same’. 

Thus, Bite mark is considered a valuable alternate 

for DNA identification and fingerprinting in 

forensic examination. A bite mark is a mark made 

by teeth alone or with other oral structures [3].  

The computer vision (CV) field involves a 

set of challenges like localization, object detection, 

image classification, and segmentation [4, 5]. 

Amongst them, image classification is considered a 

major challenge. It creates the basis for another CV 

issue[6]. Image classification application is utilized 

in various fields like brake light detection, traffic 

control system, object identification in satellite 

image, medicinal imaging, machine vision, etc. [7]. 

Image classification is the process of assigning and 

categorizing labels into groups of vectors or pixels 

within an image based on certain rules. The 

categorization law is employed by using more than 

one textural or spectral feature [8]. Image detection 

using machine learning (ML) leverages the potential 

of algorithms for learning hidden knowledge from 

datasets of organized and unorganized samples. The 

more commonly used ML approach is deep learning 

(DL), where several hidden layers are utilized [9]. In 

comparison to the conventional CV method in 

earlier image processing, DL requires the 

knowledge of engineering of machine learning (ML) 

method. It does not require experts, especially 

machine vision area to make hand-engineered 

features [10]. 
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1.1. Prior Works on Bite Marking Analysis 

Rivera-Mendoza et al. [11] derived an 

approach to determine the variations among 3 wax 

test bites taken from the identical person to identify 

whether the initial bite has given improved quality. 

The study has reported that no considerable changes 

were obtained among the test bite count and 

corresponding quality. The interrater arrangement 

formed nearly faultless and considerable agreement. 

So, it is suggested to experiment with multiple bite 

tests in organized situations. In [12], a set of 5 bite 

marking samples are chosen. The bite markings are 

determined on the persons admitted in the hospitals 

and are investigated by the computer based 

superimposition approach by the use of Adobe 

Photoshop tool. The experimental results stated that 

the presented technique has not been excluded as 

having made the bite mark with suspect's dentition. 

Sun et al. [13] reformed the Grad-CAM technique to 

investigate the tooth marked tongue. Next, it is used 

for the localization of the middle regions in the 

image for predicting the pathology with no 

bounding boxes and accurately classifies tooth 

marked tongue. After examining the visual 

understanding of the tooth marked issues, this work 

has investigated the effect of field size on the 

classifier outcomes.Recent transfer learning 

methods on deep learning[18] aims to reduce the 

training processtime and cost[19], and the necessity 

of improving accuracy in training dataset [20]. 

 

1.2. Paper Contribution 

This study develops a new bite marking 

detection and classification using segmentation with 

deep transfer learning approach. The goal is to 

decide the correct class labels for the bite marked 

images. This mainly involves diverse phases of pre-

processing. Moreover, theproposed method designs 

a new Chan-Vese segmentation approach to identify 

the bite marked regions. Furthermore, DenseNet-

169 model is employed for feature extraction 

process. At last, support vector machine (SVM) and 

logistic regression (LOR) models are utilized as 

classification models. The performance validation of 

the proposed method is performed using a dataset 

collected by our own. 

 

 
Fig. 1. Block diagram of our proposed method 

 

II. Materials and Methods 
In this section, a new method has been 

developed for the accurate detection and 

classification of bite marking images. Our proposed 

method follows a series of subprocesses namely pre-

processing, Chan-Vese segmentation, DenseNet-169 

feature extraction, and classification. In this work, a 

set of two classifiers namely SVM and LOR models 

are used to determine the class labels. Fig. 1 depicts 

the block diagram of our proposed method. 
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2.1. Stage I: Data Pre-processing 

Initially, hair removal process can be done 

by black hat filtering. In morphology and digital 

image processing, top-hat transform and black-hat 

transform are commonly used to extract details and 

artefacts from the given images. The black hat 

transform is signified by the difference between the 

input and closing images. Here, it is used to 

eliminate the existence of minute hairs that are 

present in the bite marked skin region. Next, median 

filtering (MF) is utilized to remove the noise that 

presents in the bite mark images. MF method is a 

nonlinear process useful for reducing salt-and-

pepper, or impulsive noises. Also, it is useful to 

preserve edge from image but reduce arbitrary 

noise. Next, adoptive histogram equalization (AHE) 

is a digital image processing method employed for 

improving image contrast. It differs in usual HE 

from the respect that adoptive approach enhances 

the contrast locally. It splitted the image into 

different blocks and calculate HE for each section. 

Thus, AHE computes different histograms, each 

equivalent to different sections of images. It 

enhances the local contrast and definition of edge 

from each distinct region of images.  

 

2.2. Stage II: Determination of bite marked 

regions  

After data pre-processing stage, the bite 

marked regions are identified using the Chan-Vese 

segmentation model [14].Mumford and Shah 

introduced a Chan‐ Vese model that is piecewise 

constant approximation to the functional 

formulation of image segmentation. It became 

popular in the image processing fields primarily 

because of its capability to identify objects not 

exactly determined by a gradient. It aims to divide 

an input scalar image 𝑢0 : 𝛺 → ℝ determined by a 

𝑑‐ dimension image domain 𝛺 ⊂ ℝ𝑑 into two 

probably disconnected regions 𝛺1 (foreground) and 

𝛺2 (background) of lower intra‐ region variance and 

divided by a smooth closed contour 𝐶(𝛺 = 𝛺1 ∪
𝛺2 ∪ 𝐶).  

 

𝐸𝐶𝑉(𝐶, 𝑐1, 𝑐2) = 𝜇|𝐶| + 𝜆1 ∫ (
𝛺1

𝑢0(𝑥) − 𝑐1)2𝑑𝑥 + 𝜆2 ∫ (
𝛺2

𝑢0(𝑥) − 𝑐2)2𝑑𝑥   (1) 

 

Whereas 𝑐1 and 𝑐2 denotes the unknown average 

intensity levels inside 𝛺1 and 𝛺2, correspondingly, 

and 𝜇, 𝜆1, and 𝜆2 indicates positive, 

user‐ determined weight. Herein, the first term is 

the regularization term and the other as fidelity term. 

The optimum segmentation 𝐶, 𝑐1, 𝑐2) corresponding 

to global minimum of (1).   

 

2.3. Data augmentation 

For increasing the size of training and testing 

dataset, data augmentation process take place as 

follows. rotation_range = 20, zoom_range = 0.15, 

width_shift_range = 0.2, height_shift_range = 0.2, 

shear_range = 0.15, horizontal_flip = True, and 

fill_mode = "nearest". 

 

2.4. Stage III: DenseNet-169 based Feature 

Extraction 

During feature extraction process, the 

DenseNet-169 model is employed. DenseNet is a 

new architecture of convolution deep learning. The 

concept is to construct a deep framework that has 

connections among all the convolutional layers to all 

the layers within a similar dense block in a feed-

forward manner. Different from the ResNet [15], the 

connection of DenseNet is in feature-level rather 

than weight-level. The parameter of all the layers 

would be trained, and the resulting feature-map 

would be concatenated together as the input. 

Likewise, the weight might be very effective, and 

the gradient won’t be disappeared. For DenseNet, 

feature is passed to each succeeding layer in all the 

dense blocks. Thus, the l − th layer get the feature-

map from each preceding layer as input: 

xl = H([x0: x1: . . . ∶  xl−1])                                       (2) 

 

Whereas, [x0: x1: . . . ∶  xl−1] represent the 

concatenation of feature-map generated in layers 

0, . . . , 𝑙 −  1. Generally, there are different dense 

blocks, one classification layer and three transition 

layers in DenseNet. Initially, DenseNet-169 [15], a 

convolution of 7×7 kernel using stride 2×2 is 

utilized. However, in the similar location of 

DenseNet-, then implement a convolutional process 

alongside the dimension for getting the fundamental 

feature-map. The convolution has 5×5 kernel 1, 

without pooling function. There are four dense 

blocks, also the amount of layers in all the dense 

blocks is distinct in DenseNet121, DenseNet169. 

The concatenation function in Eq. (2) rapidly 

increasing the input size as the amount of layer 

increases. There is an average pooling layer in the 

transition layer. Thus, down-sampling the size of 

feature-maps is needed that is performed in the 

transition layer. In the classifier layer of the 

DenseNet architecture, there is a FC layer and a 

global average pooling layer.Fig. 2 demonstrates the 

layers in DenseNet-169 Model. 
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Fig. 2. Layers in DenseNet-169 Model 

 

2.5. Stage IV: Bite Marking Classification 

At the final stage, the SVM and LOR 

models are utilized for bite marking classification 

[16, 17].SVM approach was initially proposed for 

linear binary classification. The approach constructs 

a hyperplane to split positive and negative samples 

with the margin. But the samples are not linearly 

separable and this hyperplane doesn’t occur. It 

might lead to poor performance. Consequently, the 

original SVM approach is expanded for non-linear 

classification by using kernel function. Assume a 

training set contains 𝑁 samples {𝑥𝑘 , 𝑦𝑘}𝑘=1
𝑁 , whereas 

𝑥𝑘 ∈ 𝑅𝑛 denotes a feature or input vector and 𝑦𝑘 ∈
{−1, +1} indicates the response or class label. The 

training process of the SVM is arithmetically 

expressed as follows 

𝐽𝑝(𝑤, 𝑒)

=
1

2
𝑤𝑇𝑤

+ 𝐶
1

2
∑ 𝑒𝑘

2

𝑁

𝑘=1

,                                                         (3) 

subject to 

𝑦𝑘(𝑤𝑇𝜙(𝑥𝑘) + 𝑏) ≥ 1 − 𝑒𝑘, 𝑘 = 1, … , 𝑁, 𝑒𝑘

≥ 0,                                    (4) 

where the results 𝑤 ∈ 𝑅𝑛 and 𝑏 ∈ 𝑅 determine the 

classification hyperplane; the result 𝑒 denotes the 

vector of slack variable presented to manage the 

case data could not be divided without error; 𝐶 

indicates the penalty constant decides how much 

weight must be put on classification error, and 𝜙(𝑥) 

indicates the non-linear mapping from the input 

space to a high‐ dimension space.  

LORderivesfrom the supervised classifiertechnique. 

This technique was utilized for classifying 

individuals in categories dependent upon logistic 

function. For understanding the mathematical 

version of explanation, it starts with easy linear 

regression equation  

𝑦 = 𝑏0 + 𝑏1 ∗ 𝑥                                                        (5) 
Therefore, the sigmoid function was implemented 

on it, and it can be provided as the equation:  

𝑝 =
1

1 + 𝑒−𝑦
                                                          (6) 

At this point, the value of 𝑦is computed by 

substituting equation (5) on equation (6); LOR 

equation is obtained as follows: 

 ln (
𝑝

1 − 𝑝
) = 𝑏0 + 𝑏1 ∗ 𝑥                                  (7) 

Orlogit (𝑆) = 𝑏0 + 𝑏1𝑀1 + 𝑏2𝑀2 +
𝑏3𝑀3 … 𝑏𝑘𝑀𝑘 …whereas, 𝑆refer the probability of 

presence of the interest features. 

𝑀1, 𝑀2, 𝑀3 … … 𝑀𝑘 are the predictor value 

𝑏0, 𝑏1, 𝑏2, 𝑏3 … … 𝑏𝑘 are the intercept of models. 

 

III. Performance Validation 
In this section, the bite marking 

classification outcomes of the proposed model is 

validated. For experimental purposes, we have 

collected our own dataset comprising 12 classes 

with 2 images under each class. In order to increase 

the size of the dataset, data augmentation is carried 

out and the number of images under every class 

becomes 32.  

The confusion matrix produced by the 

DenseNet-SVM model on the training phase is 

offered in Fig. 3. The figures indicated that the 

DenseNet-SVM model has recognized 17 images 

into class 1, 24 images into class 2, 16 images into 

class 3, 17 images into class 4, 24 images into class 

5, 16 images into class 6, 22 images into class 7, 17 

images into class 8, 19 images into class 9, 23 

images into class 10, 14 images into class 11, and 21 

images into class 12. 
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Fig. 3. Confusion matrix of DenseNet-SVM (Training Phase) 

 

The confusion matrix produced by the DenseNet-SVM technique in the testing phase is shown in Fig. 

4. The figures showed that the DenseNet-SVM approach has recognized 15 images into class 1, 8 images into 

class 2, 12 images into class 3, 15 images into class 4, 8 images into class 5, 16 images into class 6, 10 images 

into class 7, 13 images into class 8, 13 images into class 9, 9 images into class 10, 17 images into class 11, and 

11 images into class 12. 

 

 
Fig. 4. Confusion matrix of DenseNet-SVM (Testing Phase) 

 

The confusion matrix produced by the DenseNet-LOR technique on the training phase is shown in Fig. 

5. The figures showed that the DenseNet-LOR approach has recognized 17 images into class 1, 24 images into 

class 2, 16 images into class 3, 17 images into class 4, 24 images into class 5, 16 images into class 6, 22 images 

into class 7, 17 images into class 8, 19 images into class 9, 23 images into class 10, 14 images into class 11, and 

21 images into class 12. 
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Fig. 5. Confusion matrix of DenseNet-LOR (Training Phase) 

 

The confusion matrix produced by the DenseNet-LOR technique on the testing phase is shown in Fig. 

6. The figures exposed that the DenseNet-LOR algorithm has recognized 17 images into class 1, 15 images into 

class 2, 8 images into class 3, 15 images into class 4, 8 images into class 5, 16 images into class 6, 10 images 

into class 7, 15 images into class 8, 13 images into class 9, 9 images into class 10, 18 images into class 11, and 

10 images into class 12. 

 

 
Fig. 6. Confusion matrix of DenseNet-LOR (Testing Phase) 

 

Fig. 7 validates the accuracy assessment of 

the DenseNet-SVM approach under training and 

testing dataset. The results described that the 

DenseNet-SVM model has the aptitude of gaining 

improved values of training and validation 

accuracies. It can be visible that the validation 

accuracy values are somewhat higher than training 

accuracy.  

A brief training and validation loss offered 

by the DenseNet-SVM technique are reported in 

Fig. 8under training and testing dataset. The results 

revealed that the DenseNet-SVM model has 

accomplished minimum values of training and 

validation losses. 
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Fig. 7. Accuracy Graph of DenseNet-SVM technique 

 
Fig. 8. Loss Graph of DenseNet-SVM technique  
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Fig. 9. Accuracy Graph of DenseNet-LOR technique  

 

Fig. 9. validates the accuracy assessment of the 

DenseNet-LOR system undertraining and testing 

dataset. The outcomes described that the DenseNet-

LOR approach has the aptitude of gaining improved 

values of training and validation accuracies. It is 

visible that the validation accuracy values are 

slightly higher than training accuracy.  

A detailed training and validation loss offered by the 

DenseNet-LOR algorithm is reported in Fig. 

10under training and testing dataset. The results 

revealed that the DenseNet-LOR system has 

accomplished minimal values of training and 

validation losses. 

 

 
Fig. 10. Loss Graph of DenseNet-LOR technique  

 

Table 1 and Fig. 11 reports the overall bite 

marking classification outcomes of the DenseNet-

SVM and DenseNet-LOR models. From the 

experimental values, it is noticed that the DenseNet-

SVM model has accomplished 𝑎𝑐𝑐𝑢𝑦 of 95.45%, 

𝑝𝑟𝑒𝑐𝑛 of 95.28%, 𝑟𝑒𝑐𝑎𝑙 of 96.34%, and 𝐹1𝑠𝑐𝑜𝑟𝑒  of 

95.16%. Besides, the DenseNet-LOR model has 

obtained 𝑎𝑐𝑐𝑢𝑦 of 98.70%, 𝑝𝑟𝑒𝑐𝑛 of 98.65%, 𝑟𝑒𝑐𝑎𝑙 

of 98.72%, and 𝐹1𝑠𝑐𝑜𝑟𝑒  of 98.63%. 
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Table 1 Result analysis of proposed method with different measures 

Methods 
Accuracy (%) Precision (%) Recall (%) F1-Score (%) 

DenseNet-SVM 95.45 95.28 96.34 95.16 

DenseNet-LOR  98.70 98.65 98.72 98.63 

 

 
Fig. 11. Result analysis of proposed method with different measures 

 

Table 1 reports the comparative classification 

outcomes of the proposed model with existing 

techniques. The results indicated that the DenseNet-

LOR model has resulted in maximum classification 

performance.  

A brief comparative study of the proposed model 

with existing models in terms of 𝑝𝑟𝑒𝑐𝑛 is illustrated 

in Fig. 12. The experimental results indicated that 

the CNN Layer-3 and CNN Layer-6 models have 

resulted to lower 𝑝𝑟𝑒𝑐𝑛 of 70.40% and 72.50% 

respectively. At the same time, the CNN Layer-4 

and CNN Layer-5 models have offered slightly 

improved  𝑝𝑟𝑒𝑐𝑛 values of 77% and 75.90%. At the 

same time, the DenseNet-SVM model has resulted 

in reasonable performance with 𝑝𝑟𝑒𝑐𝑛 of 95.28%. 

However, the DenseNet-LOR has accomplished 

maximum 𝑝𝑟𝑒𝑐𝑛 of 98.65%. 

 

Table 2 Comparative analysis of proposed method with recent approaches 

Methods Precision Recall Accuracy F-Score 

CNN Layer-3 70.40 62.10 71.30 66.00 

CNN Layer-4 77.00 56.10 73.60 65.00 

CNN Layer-5 75.90 78.10 78.60 77.00 

CNN Layer-6 72.50 67.70 72.10 70.00 

DenseNet-SVM 95.28 96.34 95.45 95.16 

DenseNet-LOR  98.65 98.72 98.70 98.63 
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Fig. 12. 𝑃𝑟𝑒𝑐𝑛 analysis of proposed method with recent approaches  

 

A detailed comparison study of the 

proposed method with existing models in terms of 

𝑟𝑒𝑐𝑎𝑙 is illustrated in Fig. 13. The experimental 

outcomes exposed that the CNN Layer-4 and CNN 

Layer-3 models have resulted to reduce 𝑟𝑒𝑐𝑎𝑙 of 

56.10% and 62.10% correspondingly. Also, the 

CNN Layer-6 and CNN Layer-5 models have 

offered somewhat higher  𝑟𝑒𝑐𝑎𝑙 values of 67.70% 

and 78.10%. Afterward, the DenseNet-SVM 

technique has resulted in reasonable performance 

with 𝑟𝑒𝑐𝑎𝑙 of 96.34%. Finally, the DenseNet-LOR 

approach has accomplished maximal 𝑟𝑒𝑐𝑎𝑙 of 

98.72%. 

A brief comparative study of the proposed 

technique with existing models with respect to 𝑎𝑐𝑐𝑦 

is illustrated in Fig. 14. The experimental results 

revealed that the CNN Layer-3 and CNN Layer-6 

models have resulted in minimum 𝑎𝑐𝑐𝑦  of 71.30% 

and 72.10% correspondingly. Along with that, the 

CNN Layer-4 and CNN Layer-5 models have 

offered somewhat enhanced  𝑎𝑐𝑐𝑦 values of 73.60% 

and 78.0%. Likewise, the DenseNet-SVM system 

has resulted in reasonable performance with 𝑎𝑐𝑐𝑦 of 

95.45%. At last, the DenseNet-LOR methodology 

has accomplished higher 𝑎𝑐𝑐𝑦  of 98.70%. 

 

 
Fig. 13. 𝑅𝑒𝑐𝑎𝑙 analysis of proposed method with recent approaches 
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A detailed comparison study of the 

proposed model with existing models in terms of 

𝐹𝑠𝑐𝑜𝑟𝑒 is illustrated in Fig. 15. The experimental 

results indicated that the CNN Layer-3 and CNN 

Layer-4 approaches have resulted in lesser 𝐹𝑠𝑐𝑜𝑟𝑒 of 

66% and 65% correspondingly. Followed by, the 

CNN Layer-6 and CNN Layer-5 techniques have 

offered enhanced  𝐹𝑠𝑐𝑜𝑟𝑒 values of 70% and 77%. In 

line with, the DenseNet-SVM methodology has 

resulted in reasonable performance with 𝐹𝑠𝑐𝑜𝑟𝑒 of 

95.16%. Eventually, the DenseNet-LOR method has 

accomplished increased 𝐹𝑠𝑐𝑜𝑟𝑒 of 98.63%. 

 

 
Fig. 14. 𝐴𝑐𝑐𝑦 analysis of proposed method with recent approaches 

 

 
Fig. 15. 𝐹𝑠𝑐𝑜𝑟𝑒 analysis of proposed method with recent approaches 

 

After examining the above mentioned tables and figures, it is evident that the DenseNet-LOR model has the 

ability to obtain maximum bite mark classification performance. 

 

71.3 73.6
78.6

72.1

95.45
98.7

0

20

40

60

80

100

120

A
cc

u
ra

cy
 (

%
)

CNN Layer-3

CNN Layer-4

CNN Layer-5

CNN Layer-6

DenseNet-SVM

DenseNet-LOR

66 65

77

70

95.16
98.63

0

20

40

60

80

100

120

F-
Sc

o
re

 (
%

)

CNN Layer-3

CNN Layer-4

CNN Layer-5

CNN Layer-6

DenseNet-SVM

DenseNet-LOR



Dr.M.Chandramouleeswaran. International Journal of Engineering Research and Applications 

www.ijera.com 

ISSN: 2248-9622, Vol. 13, Issue 6, June 2023, pp. 26-38 

 

 
www.ijera.com                                   DOI: 10.9790/9622-13062638                                      37 | Page 

               

 

IV. Conclusion 
In this study, the Transfer Learning is 

applied for the accurate detection and classification 

of bite marking images. Our proposed method 

follows a series of subprocesses namely pre-

processing, Chan-Vese segmentation, DenseNet-169 

feature extraction, and classification. In this work, a 

set of two classifiers namely SVM and LOR models 

are used to determine the class labels. The 

performance validation of the proposed technique is 

performed using a dataset collected by our own. 

Extensive comparison studies reported better 

outcomes in proposed method which uses the 

Transfer Learning approach over the other 

techniques. Thus, our proposed method can appear 

as an effectual tool for bite marking detection and 

classification. Overall, the DenseNet-LOR model 

achieved the highest accuracy of 98.70%, as well as 

other evaluation metrics including precision, recall, 

and f1-score of 98.65%, 98.72%, and 

98.63%respectively.In future, the classification 

outcomes of this technique can be improved by the 

design of hybrid DL models. 
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