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ABSTRACT 
The aim of this paper is to reduce the power consumption and timing with quick fault analysis and spare wire 

allocation. A common solution which is utilized to guarantee reasonable memory yields is built in redundancy 

analysis (BIRA). BIRA has two-dimensional spare architecture and is a module that stores and analyzes fault 

addresses. Numerous different parameters are considered when the performance of BIRA is evaluated such as 

repair rate, area overhead, and analysis speed. To reduce the area, power consumption and delay a new method 

of spare allocation using threshold technique is proposed in this paper. It focuses on a 100% repair rate and a 

minimal area overhead with reduced power consumption and timing. In the fault collection phase, the proposed 

BIRA identifies the total number and the location of the faults. After the fault collection phase, a redundancy 

analysis (RA) procedure is performed and the allocation is done with optimized spare wires. By doing so, the 

proposed BIRA algorithm can repair all repairable faulty memories while maintaining a minimal area overhead 

and reducing power consumption and delay. 

Keywords - Analysis speed, Area overhead, BIRA, Delay, Fault addresses, Fault collection phase, Power 

consumption, Redundancy analysis, Repair rate, Spare allocation, Threshold technique, Two-dimensional spare 

architecture 
----------------------------------------------------------------------------------------------------------------------------- ---------- 

Date of Submission: 29-08-2020                                                                           Date of Acceptance: 14-09-2020 

----------------------------------------------------------------------------------------------------------------------------- ---------- 

 

I. INTRODUCTION 
The recent rapid growth in the 

manufacturing of micro-semiconductors has 

facilitated substantial increases with regards to the 

memory density and capacity of these devices. As 

memory density has increased, so too has the chance 

of faults occurring within these memories. As this 

can leads to significant yield and reliability issues in 

semiconductor memories, appropriate solutions need 

to be found. One promising solution is built-in 

redundancy analysis (BIRA), which analyzes fault 

addresses that have been detected and repairs them 

with spare cells that were incorporated for this 

purpose. Typically, these redundant cells are 

incorporated in a two-dimensional spare line 

architecture comprising row spares and column 

spares, and the redundancy analysis (RA) for such 

cells is known to be NP-complete. As such, repair 

algorithms have to be carefully selected. 

The typical performance criteria for BIRAs 

include repair rate, area overhead, and analysis 

speed.  The repair rate is represented by the 

percentage of repaired chips in all repairable chips. 

Many previous BIRA algorithms have looked at 

achieving a 100% repair rate because this criterion is 

directly related to the yield of memories. Area 

overhead is also important because the areas of chips 

are limited and larger area overhead leads to more 

expensive chips. Analysis speed, however, has 

recently been considered to be less important. 

Previous search-tree-based RA algorithms spent too 

much time on determining repair solutions because 

the search mechanisms for determining these 

solutions were exhaustive. One way of reducing this 

time was by reducing the analysis speed. However, 

recent BIRA approaches have used content 

addressable memories (CAMs) to achieve significant 

improvements in analysis speeds. As a result, most 

of the test and repair times of built-in self-repair 

(BISR) are taken up by the running of built-in self-

test (BIST).   

In the existing system, it focuses on 

dividing the faults into 2 categories: spare pivot fault 

and non-spare pivot fault. Here the fault collection 

and RA procedure takes a lot of time and hence the 

area and power consumption is very high. It 

becomes difficult to implement for large memories. 

Hence to remove the drawbacks of the exiting BIRA 

approach a new technique has been introduced. 
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In order to enhance the area overhead and 

achieve a 100% repair rate, a BIRA approach with 

Threshold technique has been proposed. In order to 

minimize the area overhead, delay and power 

consumption a threshold based technique has been 

introduced. In the Threshold technique, a threshold 

limit is kept. All the rows having faults greater than 

the threshold will get replaced parallely. The Fault 

collection phase followed by the RA procedure 

becomes quick. The faulty memory addresses are 

quickly replaced with spare wires hence correcting 

the memory.  

 

II. LITERATURE REVIEW 
              Lee et.al 

[1]
 proposed an MBISR generator 

called BRAINS+, which automatically generates 

register transfer level MBISR circuits for SoC 

designers.  The MBISR circuit enhances the 

essential spare pivoting algorithm, with a more 

flexible spare architecture which is based on a 

redundancy analysis (RA) algorithm, which can fit 

failure patterns more efficiently by configuring the 

same spare to a row, a column, or a rectangle .The 

MBISR can easily be applied to multiple memories 

with a distributed RA scheme, with its zero test-time 

penalty and low area overhead. Habiby et.al 
[2]

 has 

implemented BIRA by flipping-analyzers breaks 

down the analysis process into two phases without 

any complicated FSM to load different solutions to 

BIRA. This method achieves low area overhead in 

memories and a short analysis time with symmetric 

redundancy configuration. Compared with other 

parallel BIRAs, proposed method can save 50% of 

area overhead. Also it is faster than Intelligent Solve 

First and ESP methods. Kang et.al 
[3]

 explores the 

BIRA that minimizes area overhead by utilizing a 

part of the spare memory as an address mapping 

table (AMT). The reduced addresses produced by 

the AMT are used to reduce the extra hardware 

overhead and are stored in content-addressable 

memories (CAMs) and used in the RA procedure. 

By using an exhaustive search RA algorithm, the 

proposed BIRA can achieve an optimal repair rate. 

The experimental results show that the previous 

state-of-the-art BIRA with an optimal repair rate 

requires a larger area overhead than that of the 

proposed BIRA. Oh et.al 
[4]

 discussed that in order 

to improve area overhead and analysis speed, we 

propose a BIRA architecture and RA (redundancy 

analysis) algorithm using a fault-free region in 

embedded memory instead of deploying extra 

CAMs. The proposed RA algorithm stores faulty cell 

addresses in the fault free region and achieves a very 

high repair rate and brings a significant area 

reduction. By using its own memory instead of 

shared CAMs,it allows a parallel memory test. Kim 

et.al 
[5]

 investigated that the proposed BIRA uses 

various types of spares and can achieve a higher 

yield than a simple row and column spare structure. 

Herein, a BIRA that can achieve an optimal repair 

rate using various spare types is proposed. This 

analyzer can exhaustively search global and local 

spare types. A fault-storing content-addressable 

memory (CAM) structure that is small and collects 

faults efficiently is also proposed in this paper. The 

experimental results shows a short analysis time and 

a high repair rate with a small hardware overhead. 

 

III. BACKGROUND WORK 
3.1 Background - Spare Pivot Faults  
             All faults are classified into two groups: 

spare pivot faults and non-spare pivot faults. During 

the fault collection phase, if a newly detected fault 

has a unique row address and column address 

compared to the collected faults, then the fault 

becomes a spare pivot fault. Therefore, spare pivot 

faults do not share row and column addresses with 

each other. All faults except spare pivot faults are 

defined as non-spare pivot faults. After a spare pivot 

set is decided, every non-spare pivot fault should 

share its row or column address with at least one of 

the spare pivot fault.  

Figure 1 shows an example of a faulty 

memory with two row spares and two column 

spares. In this example, there are eight faults into an 

8-by-8 memory array. A fault detection order is 

shown in as a number in the top left corner of each 

fault. At the end of the fault collection phase, the 

first, second, fifth, and sixth detected faults make the 

set of spare pivot faults, {(2, 1), (5, 3), (1, 4), (7, 7)}, 

which is depicted as red-highlighted faults. 

Because each of these four faults has 

unique row and column addresses, and every non-

spare pivot faults shares a row or column address 

with one or more of the faults in the set, this set of 

faults meets the conditions of the spare pivot set. 

 

 
Figure 1: Example of the set of spare pivot faults. 

 

3.2 Motivation 

           The most critical concern about spare pivot 

faults is that, if the number of spare pivot faults is 
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greater than the number of total spares, then the 

faulty memory cannot be repaired. At least one spare 

line should be allocated to each spare pivot fault, 

because of the uniqueness of the row and column 

addresses. As a result, the maximum number of 

spare pivot faults is the same as the number of total 

spares.  

Let the numbers of row spares and column 

spares be represented by 𝑅s and 𝐶s, respectively. The 

maximum number of spare pivot faults is then 𝑅s+𝐶s, 

and the maximum number of non-spare pivot faults 

is (𝐶s−1) +𝐶s(𝑅s−1). The importance of spare pivot 

faults is much greater than non-spare pivot faults in 

RA procedures. 

 

3.3 Fault Collection 

          The proposed fault collection logic stores all 

faulty information. Figure 2 depicts the proposed 

CAM structure, which can be classified into three 

areas: spare pivot area, a cross-fault area, and a 

solution area. 

The spare pivot area collects raw data from the spare 

pivot addresses, while the BIST tests the memory 

arrays.  

 
Figure 2: Proposed fault-storing CAM structure. 

 

A certain type of non-spare pivot fault 

disturbs the repair decision by simultaneously 

sharing its row address with one spare pivot fault 

and its column address with another spare pivot 

fault; this is defined as a cross-fault. For a 100% 

repair rate, the information of cross-faults should be 

highlighted, because it affects the repair decisions of 

two different spare pivot faults. 

 

3.4 Redundancy Analysis     

           After the fault collection process, the 

proposed BIRA algorithm determines which 

addresses can be repair solutions. In order to obtain a 

100% repair rate, an exhaustive search algorithm is 

adopted using the information of the fault-storing 

CAM. For the sake of convenience, non-spare pivot 

faults that are not cross-faults are defined as tail-

faults in this paper. The goal of the exhaustive 

search is to cover all of the 1 bit in the cross-fault 

area. The first step in this process is choosing 𝐶a 

column addresses in the spare pivot area, and the 

next step is checking all of the covered parts in the 

cross-fault area from choosing 𝐶a column addresses 

and repair decisions of the solution area. If the 

uncovered parts in the cross-fault area can be 

covered by 𝑅a row spares, then the faulty memory 

can be repaired. The final step is to store the repair 

solution into the solution area.    

                                                                                                                                               

IV. PROPOSED BIRA APPROACH 
4.1 Scheme of the Memory BISR  

            This BISR consisted of a BIST and a BIRA. 

The BIST generates test patterns that allow for faulty 

cells within a memory array to be detected. When a 

faulty cell is detected, the BIST sends the fault 

address to the BIRA. The fault address is then stored 

within the fault collection logic of the BIRA. If the 

BIRA uses CAMs for the fault collection, the 

incoming fault address can be compared with the 

stored fault addresses within one clock cycle. After 

this test process, the BIRA algorithm performs a RA 

procedure based on the information collected about 

the faults. If a repair solution is possible, the BIRA 

algorithm provides it and updates the RA status, 

which indicates whether the faulty memory can be 

repaired. The block diagram of a memory BISR is 

shown in figure 3. 

 

 
Figure 3: Block diagram of a memory BISR. 

 

4.2 Spare Wire allocation using Threshold 

Technique 

         The figure 4 shows the block diagram of the 

spare wire allocation using Threshold technique. 

There are three blocks: The LFSR, Memory and the 

Self-Repair block. 
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Figure 4: Block diagram of Spare Wire allocation 

using Threshold Technique. 

 

The test pattern is generated from the 8- bit 

LFSR. The LFSR output which is “Data in” is the 

input to the memory which is the circuit under test. 

Memory can either Read or Write. When “Write” is 

given, the original data gets stored and when “Read” 

is given the injected fault is seen in the memory. The 

original data is represented as “Data out” and faulty 

data is represented as “Data out f”. While testing, the 

original data will be stored in the memory. While 

reading the data, the original data, faulty data and 

corresponding address of both the data are obtained. 

Comparison is done in the Response Analyzer and 

the faulty address is obtained. Then using Threshold 

technique the allocation is done with optimized 

spare wires.  

Figure 5: Example of spare wire allocation using 

threshold technique.  
 

Figure 5 shows an example of a faulty 

memory. In this example, there are ten faults into an 

8-by-8 memory array. In the second, fourth and 

eighth row, the 2
nd

,4
th

 and 5
th

 bits are faulty and in 

the seventh row the 3
rd

 bit is faulty. Once the 

number of faults and the faulty locations are found 

they have to be replaced with spare wires. In the 

Threshold technique, a threshold limit is kept. In this 

example the threshold is kept as 2. All the rows 

having faults greater than 2 will get replaced 

parallelly. That is the second, fourth and eighth row 

will get replaced. The seventh row will still be left 

out as it has only 1 fault which is less than the 

threshold. Now the spare column is allocated for 

column 3. Hence all the faulty addresses are 

corrected using the threshold based approach 

resulting in reduced area, delay and power 

consumption. 

 

V. RESULT AND DISCUSSION 
5.1 PROPOSED SYSTEM 

5.1.1 Area 

The Figure 6 represents the Area (166 total equivalent gate count for design) obtained from Xilinx Software for 

proposed system. 

 
Figure 6: Area of proposed system.      
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5.1.2 Delay  

The Figure 7 represents the Delay (3.140 ns) obtained from Xilinx Software for proposed system. 

 

 
Figure 7: Delay of proposed system.      

 
5.1.3 Power 

The Figure 8 represents the Power (122 mW) obtained from Xilinx Software for proposed system. 

 

 
Figure 8: Power of proposed system.     

5.1.4 Output Waveform 

The Figure 9 represents the output waveform obtained from ModelSim Software for proposed system. 
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Figure 9: Proposed system Output waveform 

 

5.2 Performance Analysis 

Table 1 shows the comparison between the Area, 

Delay and Power of the existing and proposed 

models.  

 

Table 1: Comparison table of the area, delay and 

power of the existing and proposed model. 

 
 

Comparison of the area for the existing and proposed 

system are shown in figure 10. The area of the 

existing system is 1,549 and proposed system is 166 

total equivalent gate count respectively. 

 

 
Figure 10: Area results. 

 

Comparison of the delay for the existing and 

proposed system are shown in figure 11. The delay 

of the existing system is 8.389 ns and proposed 

system is 3.140 ns respectively. 

 
Figure 11: Delay results. 
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Comparison of the power consumption for the 

existing and proposed system are shown in figure 

12. The power consumption of the existing system is 

147 mW and proposed system is 122 mW 

respectively. 

 

 
Figure 12: Power consumption results. 

 

VI. CONCLUSION 
               This paper carries out a detailed 

investigation of the faults, and it proposes an 

efficient BIRA approach using the characteristics of 

these faults. The proposed BIRA algorithm using 

threshold technique can acquire the smallest area 

overhead and can have a 100% repair rate. The 

experimental results from both the circuit and 

application levels demonstrate that the proposed 

system delivers greater improvements in energy 

saving, design area and reducing delay. From this 

paper it can be concluded that the proposed BIRA 

approach using threshold technique and spare wire 

allocation has the smallest area (166 Total 

Equivalent gate count for design), delay (3.140 ns) 

and power consumption (122 mW) compared with 

the existing method.  In conclusion, it is expected 

that the proposed BIRA approach will prove to be a 

practical solution to the yield and reliability 

problems commonly encountered in commodity 

memories.  
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