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Abstract  
The image mining technique deals with the extraction of implicit knowledge and image with data relationship or 

other patterns not explicitly stored in the images. It is an extension of data mining to image domain. The main 

objective of this paper is to apply image mining in the domain such as breast mammograms to classify and 

detect the cancerous tissue. Mammogram image can be classified into normal, benign and malignant class. 

Experiments have been taken for a data set of 300 images from MIAS dataset of different types with the aim of 

improving the accuracy by generating minimum no. of rules to cover more patterns. Breast cancer is the top 

cancer in women worldwide. Early detection of this disease and its classification into cases can improve the 

prognosis and even save lives by promoting timely clinical management to patients. An accurate diagnosis of 

breast cancer and its classification into benign, malignant and normal cases is a challenge in cancer research. 

Because of the ability to enable the computer to learn from past samples to detect and classify patterns, in 

machine learning, classification algorithms are widely used for cancer identification. However, many of them 

are focused on binary classification (cancer and no- cancer; benign and malignant). In this work, we present a 

Computer-Aided Diagnosis (CAD) approach for diagnosis and prognosis of patients into three conditions 

(malignant, benign and normal) from pixel mammogram images. For the classification task, we explore and 

compare three outstanding classifiers: Support Vector Machine (SVM), k-Nearest Neighbors (K-NN), and 

Random Forest (RF) to analyze their accuracy in decision making. In addition, we discuss the effects of pre-

processed mammogram images before entering the classifier, which results in higher effective classification. 

Keywords: Mammogram, GLCM feature, , Breast Cancer Detection, KNN,SVM, DT Classifiers, Image 

mining 
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I. INTRODUCTION 
Breast cancer is the top cancer in women 

worldwide which diagnosis, in most cases, is done 

in the late stages [1]. Early diagnosis can improve 

the survival possibility by providing timely care, 

and therefore, it is a crucial health strategy. There is 

a wide variety of tools and technologies to screen, 

detect, and diagnose breast cancer. In this sense, 

mammography is essentially the only widely used 

imaging modality for breast cancer screening. 

However, this method is expensive and time 

consuming. Thus, there is an urge of efficient non-

invasive tools, to do so, many approaches were 

created through the use of mammogram images to 

serve as a second reader to assist radiologists in the 

mammographic interpretation process. 

The existing approaches mainly work in 

some common steps, pre-processing tasks, feature 

ex- traction, and classification. Pre-processing is 

performed to enhance the mammogram visual quality 

and perceptibility of the anomalies present in the 

breasts. Features extraction obtains a set of 

discriminative and informative data such as texture, 

abnormality type, mass ratio, color, shape, spatial 

relations, among others that are used as input to the 

classification step. Classification allows predicting 

the class/category of given data features from pixel 

images. 

Several works have begun to explore the 

effects of machine learning algorithms in many 

application domains and, particularly, the medical 

field is one of them. Some algorithms are used to 

automatically 

diagnostic anomalies (as the presence of 

cancer) present on breast tissues by classify- ing 

mammogram images and most of them are focused 

on determining two classes. For instance, in 

[2] a fine-tuned SVM demonstrated to be 

superior to K-NN and probabilistic neural networks 

(PNN) classifiers to discriminate two breast tumor 

classes (benign and malignant tumours). To improve 

their performance, these algorithms have been 
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combined with signal to noise ratio feature ranking, 

sequential forward for feature selection and 

principal component analysis for feature extraction. 

In [3] Decision Tree (DT), Multi-Layer 

Perception (MLP), Naive Bayes (NB), Sequential 

Mini- mal Optimization (SMO) and Instance-Based 

for K-Nearest Neighbor (IBKNN) are discussed and 

combined. Experimental tests performed on three 

datasets demonstrated that SMO and binary 

combinations of the evaluated classifiers as MLP 

with DT and SMO with MLP provide higher 

accuracy for binary breast cancer classification. K-

NN algorithm is studied in [4] for benign and 

malignant cancer classification to determine the 

performance of different distances in function of k 

parameter. The results promote the use of Euclidean 

and Manhattan distances. Promising results by using 

RF classifier and feature selection technique are 

illustrated in [5] for breast mass diagnosis and non-

recurrent and recurrent prognostic problem. 

An intelligent medical decision model 

focused on an evolutionary-based strategy for breast 

cancer detection and recurrence is introduced in [6]. 

In this approach, some well-performing classifier 

algorithms as Artificial Neural Networks (ANN), 

genetic algorithms (GA), SVM, K-NN, and NB 

compete and collaborate evolutionarily. A K-NN 

classifier and ANOVA for feature selection are 

developed in [7]. That approach works in a 

distributed manner on the scalable Hadoop cluster. 

An adaptive sparse support vector is proposed in 

[8]. It classifies microscopic biopsy images into 

benign and malignant breast tumors by combining 

the SVM with the weighted L1-norm. SVM with six 

kernel functions are studied in [9] for increasing 

reliability for illness breast diagnosis. In [10] 

suspicious regions from mammogram images are 

extracted and classified, by using SVM, into three 

cases: malignant, normal and benign. It deals with 

pre-processing techniques to improve the image 

quality and increase the classifier performance. 

Innovative automatic methods based on 

deep learning also have been described for 

automated mass detection in mammogram images. 

Deep learning approaches have gained the ability of 

exten- sively supporting different applications in 

Artificial Intelligence, Pattern Recognition as well 

as in Engineering fields due to its significantly 

precision in patterns recognition and classification 

from pixel images [11, 12]. In this way, deep 

learning and RF classifier are explored in [13]. 

One problem faced by radiologists is that 

acquired mammogram images often have low qual- 

ity; having slight dissimilarity between normal, 

benign, and malignant cancer tissues that leads to 

inaccurate results. The digitized images took by the 

mammograph need to be improved, so that image 

features can be distinguished and they can reflect 

the subtle variance in the order of many degrees. 

Thereby, pre-processing tasks for mammogram 

image enhancement become critical before feature 

extraction. For image enhancement, some works 

based on spatial and frequency filtering, 

interpolations and even artificial intelligence 

techniques have been proposed. For instance, 

Histogram Equalization (HE) is used as one of the 

most popular methods for contrast enhancement, 

which modifies the gray level histogram of an 

image to a uniform distribution [14]. But in many 

cases, it produces over enhancement in the output 

image and loss of local information. In order to 

overcome this limitation models such as LCM-

CLAHE [15] are proposed. This model conducted 

an optimal contrast without losing any local 

information on the mammogram image. LCM-

CLAHE consists of two stages of processing to 

increase the potentiality of contrast enhancement 

and also to preserve the local details in the image. In 

addition, mathematical algorithms as cubic, nearest-

neighbor, and linear interpolations are also exploited 

to reconstructed images degraded by noise or blur 

effect [16, 

 

II. METHOD 
Discovering information from the collected 

data stored in relational database has been an 

important work in data mining. The massive 

collection of image can be mined to discover new 

information. The main issue of image mining is that 

it combines the field of content-based retrieval of 

image, databases and data mining. The image 

mining process has two phases. The first and the 

important phase is mining large amount of collected 

images. The another part is combining the mining 

of collected data and the corresponding numerical 

data. Model the image content as a set of blocks, 

then use any technique to extract the feature. Figure 

1 shows the steps in image mining techniques. The 

collected images are then processed for feature 

extraction. After extracting the feature from the 

image mine the content of the image. Evaluate the 

content of the image with the stored image dataset. 

The important points to notice on mining images 

are:  Segment images into identifiable regions. 

Compare the segmented image data with the stored 

dataset. Apply data mining algorithm to generate 

object of association rules. An image is accessed 

once for the feature extraction. The feature 

extraction results in image blob and image blob 

descriptors. The image blobe is stored in a file and 

the blob descriptors are stored in another file. The 

blob descriptors are used to identify the object of 

association rules. Once an image is segmented then 

it is not necessary to search the image content. This 

work has the objective of classifying mammogram 

images in three conditions: normal, benign, and 
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malignant. Its main work flow is shown in Fig. 2. 

The input mammogram images are enhanced in the 

pre-processing stage in order to improve its quality 

and remove undesired information. Then, feature 

extraction obtains meaningful data to distinguish 

three different conditions from mammogram image. 

After, dimensionality reduction techniques are 

applied, to reduce the amount of discriminative 

features. Besides, Analysis of Variance (ANOVA) 

is used to select the most remark- able features from 

the previous stage. Finally, classification stage is 

done by using SVM, K-NN and RF supervised 

classifiers independently, in order to determine their 

performance on mammogram image classification. 

 

 
Fig 1.Image mining [24] 

 

 
Fig. 2. Work flow of the proposed approach. 

 

Pre-processing: This stage removes undesirable 

data: labels, margins and pectoral tissues, which can 

degrade the accuracy of the proposed approach. The 

pre-processing techniques sequence starts with 

resizing the images to 1360 796 pixels. Then, a 

Gaussian filter with a kernel of 55*55 is applied. 

After, images are binarized using global 

thresholding Th1 = 65 . It is followed by Erosion 

and then dilation with a kernel size of 55* 55. Next, 

smoothing is applied to images using a kernel size 

39 39, and a second binarization is applied through a 

region of interest using a threshold of Th2 = 150 

.These parameter values are set for the entire 

dataset. The thresholding operation is shown in 

figure 4 of a benign ROI of figure 3.The detailed 

procedure with steps are shown in figure 8. 
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Fig. 3 ROI of a Benign                   Fig. 4 ROI after Pre-processing threshold Operation 

 

Feature Extraction: It applies Gabor wavelet filters 

to extract discriminant features from the 

mammogram images, and therefore, distinguish the 

three condition types. The mammogram image 

features are used as a feature matrix for the further 

process. Firstly, all image pixels are casted into a 32 

bit floating point before applying Gabor filter with 

initial settings based on a kernel size of 33 33, 

standard deviation of textitSigma = 4, orientation of 

the normal to the parallel stripes  of Gabor function 

Theta = π/16, wavelength of the sinusoidal factor 

Lambda = 10, spatial aspect ratio Gamma = 0.5 and 

phase offset PSI = 0. The different scales and 

orientations give several patterns as edges, lines 

spots and flat areas in the mammogram images 

[19]. 

 

Dimensionality Reduction: This stage finds a low-

dimensional representation of the feature matrix 

obtained in the previous stage, because feature 

extraction often produces massive data, and it is 

difficult to analyze. Matrix feature has N M size, 

where N is the total number of feature sets and M is 

the number of mammogram images samples in the 

dataset. In this approach Principal Components 

Analysis (PCA) and t-Distributed Stochastic 

Neighbor Embedding (TSNE) are used to reduce the 

dimensionality of mammogram images based on the 

work presented in [20]. First, PCA is used saving 

95% ratio of variance. Then, TSNE is performed to 

all data, holding 2 components. 

 

Feature Selection: This stage uses Analysis of 

Variance (ANOVA) to automatically select, from the 

output obtained in the previous stage, those relevant 

features with the most contribution to the prediction 

variable. It helps in enhancing classifier 

performance, computational time and cost- effective. 

ANOVA works mainly for results between groups 

(class variable) that can be described by variance or 

whether there is a statistically significant difference 

between or within groups as shown in table 1.1(a) 

and 1.1 (b) as well as 1.1(c) 

ANOVA algorithms [7] are divided into two parts, 

the map phase and the reduce phase. In the map 

phase each mapper reads a row (feature set fi) from 

the feature matrix and calculates the required test 

statistic (Fi) and p-value along with the feature Id (i) 

as a key-value pair ((i, (Fi, pi))). It gives this pair into 

a intermediary file. The reducer then, based on the p-

value, decides on whether to select or discard a 

feature set. It then emits out the selected feature set 

Ids (((fs1, fs2, fs3, ...))). 

 

Table 1.1(a) Intensity histogram features 

 

 

Table 1.1.(b) Intensity histogram features and their values 
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Table 1.1©. GLCM Features and values Extracted from Mammogram Image 

 
 

Classification: The classification process consists 

of a training phase and a testing phase. In the 

training phase, the classifier learns from known 

samples. Meanwhile, the testing phase provides a 

procedure for the assignment of a class label 

(mammogram condition type) to the input pattern 

(mammogram) based on the class labels learned in 

the training one. This stage uses three ma- chine 

learning classifiers: Support Vector Machine, K-

Nearest Neighbors and Random Forest [20, 21], 

which are supervised learning algorithms, in order to 

compare their performance for accurate 

classification. 

 

Support Vector Machine (SVM): Given labeled 

training data represented by equation 1, the SVM 

outputs an optimal hyperplane described by equation 

5, which recognizes and categorizes patterns. 

 

 

(x1, y1), (x1, y1), ..., (xn, yn) xi ∈ R
d
  

and yi ∈ (−1, +1)                       (1) 

 

wx
T
 + b = 0                                             (2)                                

 (2) 

 

Where xi is a feature vector and yi is the class label 

of a mammogram training i. 

The w is the weight vector, x is the input feature 

vector and b is the bias. w and b satisfy the 

following inequalities for all elements of the labeled 

training dataset: 

 

 

wx
T
 + b ≥ 1 if  yi = 1                            (3) (3) 

 

wx
T
 + b ≤ −1 if  yi = −1 (4) 

 

SVM is mainly focused on solving linearly binary 

problems by finding w and b so that hyperplane 

divides input samples into two class with maximum 

margin 1/||w||2. 

To solve multi-class problems, some kernel 

functions as linear, polynomial, quadratic, Radial 

Basis Function (RBF), Gaussian RBF, spline among 

others can be used to build the kernel method. The 

kernel method is used to add further dimensions to 

the input dataset, and thus, make it to a linear 

problem in the resulting higher dimensional space. 

A kernel function is represented by: 

 

K(x, y) = < f (x), f (y) >                      (5) (5) 

 

Where K is the kernel function; x, y are n 

dimensional inputs. f is used to map the input 

from n to m dimensional spaces. < x, y > defines 

the dot product. Kernel functions calculate the 

scalar product between two data points in a higher 

dimensional space without explicitly calculating 

the mapping from the input space to the higher 

dimensional space. Nevertheless, the inner product 

calculation of two feature vectors often becomes 

computationally expensive as a result of the feature 

vector increase in size. The best kernel is often 

selected through trials because there is no rule to 

determine which kernel would do the best for a 

specific pattern recognition problem. Therefore, 

from the results discussed in [22], this work uses a 

polynomial kernel function characterized by a low 

error rate and good classification rate, taking into 
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account that the selection of kernel function affects 

notably the performance of the SVM model. 

SVM is robust to problems with high dimensional 

feature space, but not suitable for those that have a 

huge number of training samples due to its required 

time for training purposes. In order to illustrate how 

the SVM algorithm works, its pseudo-code is 

reported in Fig. 5. 

 

 
Fig 5. The pseudo-code of the SVM algorithm 

 

K-Nearest Neighbors (K-NN): It is based on instances 

and allows the classification of new elements by 

calculating their distance to all the other elements 

dist(X1, X2). The proper functioning of the algorithm 

depends on the choice of the distance function used 

and the value of the parameter k, which represents 

the number of nearby neighbors to the query xq. The 

neighbors are weighed by the distance that separates 

them from the new elements that are classified. This 

work uses the Euclidean distance discussed in [4], in 

order to reach a greater precision with a minimum 

effect due to the variation of the parameter k. K-NN 

is effective in noisy training data and suitable for 

cases of a large number of training samples, 

however, the computation time is increased as much 

as we need to compute the distance of each instance 

to all training samples. The main code sequences of 

K-NN are shown in Fig. 6. 

 

 
Fig. 6. The pseudo-code of the K-NN algorithm. 

 

 

Random Forest (RF): It is composed of many 

combined decision trees for classification and re- 

gression purposes [5]. It starts selecting random 

samples from a given dataset. Then. it constructs a 

decision tree for each sample and gets a prediction 

result from each decision tree. After, it performs a 

vote for each predicted result, and finally, it selects 

the tree with the maximum votes as the pre- diction. 

RF avoids the overfitting problem by taking the 

average of all the predictions to cancel out the biases. 

It can also handle missing values by using median 

values to replace continuous variables and 

computing the proximity-weighted average of them. 

In addition, it promotes the selection of the most 

contributing features for the classifier. RF is robust 

for high dimensional spaces and a wide number of 

training samples. RF pseudo-code is depicted in 

Fig. 7. 
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Fig. 7. The pseudo-code of the RF algorithm. 

 

III. RESULTS AND DISCUSSION 
For experimental tests, software routines 

were implemented in python 3 and WEKA [23][25]. 

Overall accuracy, precision and specificity defined 

by equations 6, 7 and 8, respectively, are computed 

to compare the classification performance reached by 

each classifier. Accuracy measures the percentage of 

well-classified mammogram image condition over 

the total ones. Precision is the proportion of 

predicted positive conditions that were identified as 

correct. Specificity measures the proportion of 

negative conditions that are correctly identified. 

 

 

 
 

 
 

Where TN is the number of correct predictions that 

confirms the case is negative, FP is the number of 

incorrect predictions that infers a case as positive, 

FN is the number of incorrect of predictions that 

infers the negative case, and TP is the number of 

correct predictions that confirms the positive case. 

 

 

Fig. 8. Steps for Pre-processing images: A) Original image; B) Binarized Image; C) Erode image; D) Dilate 

image; E) Remove Labels; F) Smooth Image; G) Detect and remove muscle; H) Image applied Gabor wavelet 

filter; I) Removing not desire edges; J) Image applied original pre-processing method [20]. 

 

Above figure 8 illustrates the output sequence 

obtained from proposed pre-processing stage. It can 

be seen that the final output presents high contrast 

and contains only breast tissues. Fig. 8I clearly has a 

higher image quality in comparison with the raw 

input image Fig. 8A. 

For a fair comparison, all the three classifiers are 

evaluated for two sequences: with pre-processed 

mammogram images and raw ones, using 10 forecasts 

in the cross-validation method, averaged over 10 

partitioned times [5]. The average scores presented in 

Table 2 reports that the pre-processing stage has a 

crucial impact on the achieved overall accuracy for 

all evaluated classifiers, so it can be seen an average 
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increase of 8.8% over the same classifiers that use as 

the raw mammograms input data. It is apparent from 

this table that the RF classifier reaches higher 

performance for classifying two and three 

mammogram conditions. 

 

 

Table 2. Overall accuracy achieved by SVM, K-NN and RF classifiers 

 3 Conditions 2 Conditions 

Method Accuracy Precision Specifity Accuracy Precisio

n 

Specifity 

SVM 84.84% 73.00% 68.00% 93.93% 46.00% 68.00% 

SVM + 

Preprocessing 

87.87% 89.00% 89.00% 99.00% 98.00% 95.00% 

k-NN 86.99% 80.00% 80.00% 98.48% 98.48% 97.00% 

k-NN + 

Preprocessing 

89.39% 87.00% 87.00% 99.18% 99.00% 98.00% 

RF 84.84% 90.00% 89.00% 98.00% 97.00% 97.00% 

RF + Preprocessing 86.36% 95.00% 94.00% 100.00% 99.00% 98.00% 

 

 
Fig. 9. Average of performance metrics: Accuracy, Precision and Specificity.  

 

 

On the other hand, the average Accuracy, Precision, 

and Specificity values depict that almost all 

classifiers  in figure 9 presents a notable reduction 

in the reached accuracy for multi-class classification 

in contrast to binary classification, particularly, 

when it works with pre-processed mammograms, 

where RF yields the lowest difference and the 

highest difference is given by k-NN, as shown in 

Fig. 7. It also supports that the choice of a correct 

classifier influences enormously on the accurate 

diagnosis of mammograms. 

 

 

 

IV. Conclusion 
Mammography is one of the best methods 

in breast cancer detection, but in some cases 

radiologists face difficulty in directing the tumors. 

Further new methods can reduce the computation 

cost of mammogram image analysis and can be 

applied to other image analysis applications. The 

algorithm uses simple statistical techniques in 

collaboration to develop a novel feature selection 

technique for medical image analysis. The value of 

this technique is that it not only tackles the 

measurement problem but also provides a 

visualization of the relation among features. In 

addition to ease of use, these approaches effectively 
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address the feature redundancy problem. The 

method proposed has been proven that it is easier 

and it requires less computing time than existing 

methods. The proposed approach aims to automate 

the classification and segmentation process in 

mammogram analysis. The types of data that need 

to be classified include normal, benign and 

malignant conditions. The effects of machine 

learning algorithms have begun to be explored in 

several applica- tion domains and the medical field 

is one of them. In this context, we have tested three 

supervised predicted models SVM, K-NN and RF to 

determine their overall accuracy to correctly 

classify mammogram image conditions. Where RF 

achieved the highest accuracy metrics for multi-

class and binary classification, as well as by using 

enhanced and raw images. Furthermore, this work 

has depicted the high impact of image pre-

processing sequences for improving accuracy in the 

classification process. 

Focusing on the low classification 

achieved in the classification for three cases. These 

results could be improved by: firstly, implementing 

more data of these conditions, second, engineering 

new features that lead to the improvement of 

classifier and finally, changing the parameterization 

of the pre-processing stage in order to provide 

higher quality images. 

In the future, we would like to develop 

algorithms that  uses simple statistical techniques in 

collaboration to develop a novel feature selection 

technique for medical image analysis. The value of 

this technique is that it not only tackles the 

measurement problem but also provides a 

visualization of the relation among features. In 

addition to ease of use, this approach will 

effectively address the feature redundancy problem. 

The method proposed has been proven that it is 

easier and it requires less computing time than 

existing methods. We will have a fully automatic 

system with image mining and classification of the 

mammogram classes based on the techniques we 

presented in this paper. It could assist radiologists in 

the mammographic interpretation process as an 

appropriate non-invasive tool. 
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