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ABSTRACT 
This research paper is a novel and innovative idea of providing a security framework for Data Management and 

Distribution for Middleware technology for Grid extended Clouds, with a validation on a case study. The 

proposed research model is an Object Oriented Pattern and Framework using UML Security Design Model for 

Authentication and Authorization for Data Management and Distribution in Grid extended clouds. Appropriate 

implementations are performed in case study to adequately validate the proposed Object oriented model. This 

model can be extended for High Performance Computing in Distributed Systems and Big Data. 
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I. INTRODUCTON 

Overview of Grid Computing: 

The vision of grid computing is to enable 

computing to be delivered as a utility. This vision is 

most often presented with an analogy to electrical 

power grids, from which it derives the name ―grid‖. 

So, grid computing was meant to be used by 

individual users who gain access to computing 

devices without knowing where the resource is 

located or what hardware it is running and so on. In 

this sense, it is pretty similar to cloud computing. 

However, just as electrical power girds can derive 

power from multiple power generators and deliver 

the power as needed by the consumer, the key 

emphasis of grid computing was to enable sharing 

of computing resources or forming a pool of shared 

resources that can then be delivered to users. So, 

most of the initial technological focus of grid 

commuting was limited to enabling shared use of 

resources with common protocols for access. Also, 

since the key takers of this fascinating vision were 

educational institutions, a particulars emphasis was 

given the handle heterogeneous infrastructure. 

Which was typical of a university datacenter? From 

a technical perspective, a software-only solution was 

proposed (Globus) and implemented on this 

heterogeneous infrastructure to enable use of the 

resources for higher computing needs. Once 

reasonably successful within universities, grid-

computing faced a serious issue when it came to 

sharing resources across commercial institution. 

Establishing that and security models between  

 

infrastructure resources pooled from two 

different administrative domains became even more 

important. [1] 

Three Fundamental Characteristics of a Grid: 

The version of grid computing is to enable 

computing to be delivered as a utility. This vision is 

most often presented with an analogy to electrical 

power grids, from which it derives the name ―grid‖. 

So, grid computing was meant to be used by 

individual users who gain access to computing 

devices without knowing where by individual the 

resource is located or what hardware it is running, 

and so on. In this sense, it is pretty similar to cloud 

computing. However, just as electrical power grids 

can derive power from multiple power generators 

and deliver the power as needed by the consumer, 

the key emphasis of grid computing was to enable 

sharing of computing resource or forming a pool of 

shared resources that can then be delivered to users. 

So, most of the initial technological focus of grid 

computing was limited to enabling shared use of 

resources with common protocols for access, Also, 

since the key takers of this fascinating vision were 

educational institutions, a particular emphasis was 

given to handle heterogeneous infrastructure, which 

was typical of a university datacenter. From a 

technical perspective, a software-only solution was 

proposed (Globus) and implemented on this 

heterogeneous infrastructure to enable use of these 

resources for higher computing needs. Once 

reasonably successful within universities, grid 

computing faced a serious issue when it came to 
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sharing resolves across commercial institutions. ] 

Establishing trust and security models between 

infrastructure resources pooled from two different 

administrative domains became even more 

important.  

Three Fundamental Characteristics of a 

GridIn 2002, Ian Foster from Argonne National 

Laboratories proposed a three-point checklist for 

determining whether a system is a grid or not. Ian 

Foster along with Steve Tucker in the popular article 

―Anatomy of Grid‖ defined grid computing as 

―coordinated resource sharing and problem solving 

in dynamic, multi-institutional virtual 

organizations.‖ 

So, the key concept emphasized was the 

ability to negotiate resource sharing agreements 

among a set of participating parties – where sharing 

did not really mean ―exchange‖ but direct access to 

computing resources either in a collaborative 

resourced sharing or negotiated resource brokering 

strategies. Further, this sharing was highly 

controlled with resource providers and consumers 

grouped into virtual organizations primarily based 

on sharing conditions.  

The following is the precise simple checklist that 

was proposed: A grid is a system that  

 Co-ordinate resources that are not subject to 

centralized control  

 Using standard, open, general purpose protocols 

and interfaces 

 To deliver nontrivial quality of service 

The first criterion sates that a grid should 

integrate computing resources from different control 

domains (say servers from commuter centers of 

different universities, each center having a different 

system administrator in each university). 

Technologically, this requirement addresses the 

issues of cross-domain security, policy management, 

and membership. Use of a common standard for 

authentication, authorization, resource discovery 

and resource access becomes a necessity in such 

cases and hence the second criterion. Finally, in an 

effort towards commercializing the usage of shared 

resources, it is important to support various quality-

of-service parameters such as response time, 

throughput, availability or even co-allocation of 

resources to meet use demands.  

A Closer Look at Grid Technologies: 

First of all, grid computing defines a notion 

of a virtual organization to enable flexible, co-

ordinate, secure resource sharing among 

participating entities. A Virtual organization (VO) is 

basically a dynamic collection of individuals‘ or 

institutions from multiple administrative domains. A 

VO forms a basic unit for enabling access to shared 

resources with specific resource-sharing policies 

applicable for users from a particular VO The key 

technical problem addressed by grid technologies is 

to enable resources sharing among mutually 

distrustful participants of a VO who may have 

varying degrees of prior relationship (perhaps none 

at all) and enable them to solve a common task.  

An extensible and open Grid Architecture 

was defined by Ian Forstrn ―The Anatomy of the 

Grid [36] in which protocols, services APs and 

SDKs are categorized according to their roles in 

enabling resource sharing. The Grid Fabric layer 

provides the resources to which shared access is 

mediated by grid protocols. These can be 

computational resources, storage systems. Catalogs, 

network resources or even a logical entity, such as s 

distributed file system, computer cluster, or 

distributed computer pool,. A well-known toolkit for 

the fabric layer is they Globus Toolkit that provides 

local resource specific operations on existing 

computing elements [37]. The connectivity layer 

includes the core protocols for communication and 

authentication for inter-node communication. The 

key aspects of these protocols include single sign 

on, delegation, use-based trust relationships and 

integrating with local security solutions. One 

important protocol whose reference implementation 

is available in Globus is the public key based GSI 

protocol (Grid Security Infrastructure), which 

extends TLS (Transport Layer Security) to address 

these issues. The resource layer includes APIs and 

SDKs for secure negotiation, monitoring, control, 

accounting, and payment for operations on a single 

shared resource. An example protocol at this layer is 

the GRAM (Grid Resource Access and 

Management) protocol used for allocating, 

monitoring and control of computational resources; 

and the GRIP (Grid Resource Information Protocol) 

and GridFTP (File Transfer Protocol), which are 

extensions of LDAP and FTP protocols. The 

Collective Layer implements a variety of sharing 

behaviors with directory services, brokering 

services, programming systems community 

accounting and authorization services and even 

collaborative services. One such services is the GIIS 

(Grid Information Index Servers) that supports 

arbitrary views on resource subset, which can be 

used with LDAP and the DUROC library that 

supports resource co-allocation. [38]. 

Current implementation of Open Grid 

architecture follows a Web Services-based interface 

enabling interoperability between different 

implementations of the protocols. Since web 

services by definition are stateless, the Grid 

community (Globus alliance) introduced a set of 

enhanced specifications called Web services 

Resource Framework (WSRF) that web services 

could implement to become state full. Open Grid 

Services Architecture now defines a service-oriented 

grid computing environment, which not only 

provides standardized interfaces, but also removes 
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the need for layering in the architecture and defines 

a concept of virtual domains, allowing dynamic 

grouping of resources as well.  

A reference implementation of these 

protocols is available in popular open source 

software toolkit called Globus toolkit (GT), which 

was developed by the Globus alliance, a community 

of organizations and individuals developing 

fundamental technologies behind the grid [39-41]. 

The nice thing about this software is that it enables 

existing resources to easily join a grid pool by 

enabling the required protocols locally. To get 

started on setting up a grid, one just needs to 

download and install GT on any of the supported 

platforms. To create a resource pool, it is a good 

idea to install a resource scheduler such as the 

Condor cluster scheduler and configure that s a grid 

gateway for resource allocating. After some initial 

security configurations (obtaining signed certificates 

and setting up access rights), the grid can be up and 

running. 

Comparing Grid and Cloud: 

From the earlier description of grid 

computing. It can be seen that it has many 

similarities with cloud computing. However, there 

are differences as well, notably the fact that grid 

computing emphasizes the pooling of resources 

from multiple organizations, and that it mostly 

targets high-performance computing (HPC) 

applications. This section compares the two 

technologies in more detail using different 

parameters. Readers are referred to studies made in 

2008 [42, 43] for a detailed comparison of grid and 

cloud computing from a practical implementation 

perspective.  

Similarities between Grid and Cloud: 

The key similarity between cloud 

computing and grid computing is the intent of 

providing resources that can scale and go beyond 

what a use personally owns. In grid computing, the 

scalability is provided by increasing the utilization 

of resources and is achieved by load balancing 

across shared resources. On the other hand 

scalability in a cloud service is achieved by using 

sophisticated auto-re-provisioning techniques or 

simply by provisioning more than what these asked 

for (always catering to peak loads). 

The need for multitasking and multi-

tenancy is also common between the two-Multiple 

users can simultaneously access the same resources 

and run multiple instances of applications. However, 

since cloud computing typically involves a more 

commercial agreement between the vendor and the 

user, the system has more rigorous need for multi-

tenancy at every aspect of the stack-infrastructures, 

platforms well as application. 

Since both the forms of computing require 

use of resources form someone else either the cloud 

vendor or collaborator in the grid case, strict 

service-level agreements need to be in place to 

ensure fair play, especially when the resource usage 

comes with certain commercial agreements. 

Similarly, many grid systems provide support for 

application failover (Condor) and this is particularly 

useful for long running HPC applications to restart 

from the nearest failure point. Fault tolerance of 

applications on a cloud system risk in fact, critical 

and the vendor needs to ensure service availability 

through appropriate failover mechanisms.  

Difference between Grid and Cloud: 

Given the detailed discussion of cloud 

computing in the earlier models and the short 

introduction to grid commuting, if will be clear that 

there are differences between the computing models. 

A grid basically links disparate resources from 

multiple organizations to form one large 

infrastructure pad. Grid computing allocates 

compute and storage resources to a use from a 

shared point of assets that can even have a 

contribution from the user‘s own organization. The 

key focus is in harnessing unused resources and 

typically these resources are heterogeneous in 

nature. On the other hand, cloud infrastructure will 

usually consist of homogeneous resources and is 

provided by a single vendor to a consumer or user 

(different from the vendor). 

Advance Reservation: 

In fact, there were many advance 

reservation algorithms (Grid-ARS) and APIs (Grid 

Engine) [44] proposed around 2005, to enable 

optimal resource utilization in grid systems. On the 

contrary, no reservation is needed in a cloud 

infrastructure. On-demand resource provisioning is 

one of the key benefits of cloud computing. The 

resources are supposed to magically expand when 

the demand increases. Some of the techniques and 

APIs provided to enable this elasticity in computing 

have been described earlier, and massive scale up of 

resource on demand is a key aspect of cloud 

computing, which removes the need for advance 

resource reservations. 

Another aspect that is different between the 

two models is the ownership of resources. Since 

resources from multiple organizations are pooled, 

the machines in a grid pool will typically come from 

different administrative domains. So, protocols to 

manage authenticated access in such a virtual 

organization become important. Resources on cloud, 

however, are owned by a single cloud vendor and 

any joint partnerships are handled at a business level 

and no technology components for the same are 

used.  

Further, in a cloud environment, consumers 

use what they need and pay only for what they used 

(even in a private cloud, different departments in a 

business may pay for their resource usage)-while 
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payment is not an aspect studied in the grid context. 

Users may also pay implicitly by contributing their 

resources to a shared pool for other‘s use. So, while 

fine-grained usage monitoring becomes important 

on a cloud, it is not of much value in a grid system. 

There are also differences in the target user segment 

that the two computing models address. The target 

segment for cloud computing is established industry, 

academia and also startups or new ventures. And 

they are hosted by commercial companies like 

Amazon and HP, who charge users for what they 

use. On the other hand, the target populations for a 

grid are primarily researchers and technology 

collaborators (groups of institutions) that are 

interested in sharing their individually owned 

resources among each other.  

Grid computing is a software-only solution, 

with tools (Globus toolkit deployed to enable grid 

protocols over existing systems. A cloud-based 

solution, on the other hand, involves technologies at 

multiple layers of the stack, leading to different clod 

models (IaaS, PaaS and SaaS). Also, grid 

applications are parallel, distributed, message-

passing applications that either execute certain 

modules on specialized computing resources located 

in a different geography, or execute a data parallel 

application loosely coupled and distributed on a 

number of similar compute and storage resources. 

Grids are therefore suited for HPC applications for 

large-scale computation where large data sets are 

crouched by parallelizable compute intensive 

applications. A cloud application, on the other hand, 

need not be a distributed application. It needs to be 

architected in a way to scale based on demand. So 

apart from using distributed machines, it can also 

use a scale-out technique on clusters or parallel 

threads on multiple compute nodes with s shared 

memory, for example. Cloud computing is also used 

to host web services that tend to be a long-serving 

daemon--like services that run for a long time, as 

opposed to grid applications that tend to be more 

compute intensive and batch-like, needing a lot of 

resources for a limited amount of time (and this 

estimated completion time is used for prior 

reservation of the resources). Similarity, the unit of 

storage used by a cloud consumer can vary from I 

byte to petabytes, where a data grid is particularly 

useful for large-scale date storage and manipulation. 

Since cloud applications execute on a web 

browser, they are much easier to use without any 

client software installed: whereas grid applications 

tend to be distributed and need a specific types of 

heterogeneous resources requiring appropriate grid 

schedulers for installation. Though the consumers 

here too can use a simple browser-like interface, the 

results of grid applications tend to large amounts of 

data that require sophisticated visualization tools to 

consume. The key aspect of cloud is abstraction of 

complex technologies-he it hardware, software or 

applications-and delivering it in the most simplistic 

fashion. The main advantage of clouds over grid is 

simplicity of usage and that of grids over cloud is 

efficient use of resources.   

Comparing Grid and Cloud Computing: 

Can we combine the two technologies? 

Though in principle, it is possible to deliver cloud 

computing services over a resource pool of a grid 

system, the business viability of harnessing such 

resources from different organizations to 

collectively deliver as a joint cloud infrastructure 

vendor seems less likely. Similarly, it is possible to 

think of a cloud infrastructure participating as one of 

the nodes in a resource pool enabling shared access 

to cloud-hosted paid infrastructure. Again, linking 

up the pay-per-use model with sharing is tricky. 

While the technologies are underlying both grid 

computing and cloud computing may converge or 

become interoperable ion the future, differences in 

the commercial aspects will remain, specifically 

around type of usage and access patterns.  

 

II. PROPOSED RESEARCH WORK AND 

MODEL 
The Grid computing discipline involves the 

actual networking services and connections of a 

potentially unlimited number of ubiquitous 

computing devices within a ―grid‖. Grid Computing 

is widely regarded as a technology of immense 

potential in both industry and academia. The 

evolution pattern of grid technologies is very similar 

to the growth and evolution of internet. A 

computational grid is defined as hardware and 

software infrastructure that provides dependable, 

consistent, pervasive, and inexpensive access to 

high-end computational capabilities.  

   Data movement requires secure data 

transfers, thus virtualized data storage mechanisms 

such as Storage Area Networks (SAN), network file 

systems, storage servers and virtual databases 

evolved that help developers to design such 

infrastructure with much more flexibility. Data-

intensive grids is on data management of variety of 

data storage facilities in geographically dispersed 

locations capable of providing data virtualization 

services to provide transparency for data access, 

integration and processing 

The open Grid Services Architecture 

(OGSA) describes the overall structure and services 

to be provided in the grid environment OGSA 

allows a system to perform a specific task, or solve a 

challenging problem, by using distributed resources 

over the Interconnection network. The Open Grid 

Service Infrastructure (OGSI) defines mechanism 

for creating, managing and exchanging information 

across the grid and standard interfaces and behaviors 

of grid services builder on platform web service 
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many Grid computing. Mechanismsinvolve static 

data, infrastructure for aggregation of resources for 

large scale problems solving, science, engineering 

and commerce. The Globus security Infrastructure 

provides security based upon public key encryption 

or any encryption technique with virtual 

organization. 

The primary motivation for remote sharing 

application services deployed on community 

resources is virtual organization. In traditional mode 

of operation, from the owner each user has to obtain 

an account of each resource participating in VO 

(virtual organization which is not a satisfactory 

concept. Thus VO credentials allow the use of both 

hardware and software resources as its increasing 

trends or updates. Globus toolkit‘s resource 

management mechanism combining with rich VO 

policies to provide an architecture that allows 

authorization and authentications that using 

application services and traditional computing 

resources. This architecture involves GRAM and the 

Grid security Infrastructure (GSI) mechanisms. 

 

III.  LITERATURE SURVEY AND 

RESEARCH OBJECTIVES 
Literature Survey : The Grid consists of 

loosely coupled, heterogeneous, and  geographically 

dispersed computing elements that are connected by 

a network acting together to perform large tasks  

.Grids require general software libraries called the 

middleware to accomplish coordination among a 

large number of nodes that comprise them. Resource 

discovery is the process of finding the location of 

the required resources such as the database tables in 

the Grid. Resource allocation process, on the other 

hand, tries to map these resources to the application 

requirements for the best performance. Both 

resource discovery and resource allocation are 

active research areas for the grids. Recently, a 

number of systems have arisen that attempt to 

convert what is essentially a manual large-scale 

resource provisioning and programming problem 

into a more abstract notion commonly referred to as 

elastic, utility, or cloud computing. 

Infrastructure and information technology 

primary idea is to provide or enable the people more 

effectively and efficiently to perform their tasks. 

The computations in modern scientific 

problems are so huge that current solutions are 

either incapable of solving those or may take large 

amount of time to solve those. The Grid computing 

is a solution that meets such requirements and gives 

optimal solution by reducing computational time by 

use of a large number of integrated resources. The 

grid computing is analogues to electric grid which 

gives consistent, steady and transparent access to its 

shared resources irrespective of source. It is often 

constructed over LAN, WAN OR internet 

environments. The grid has multiple resource sites 

that offer computing resources like workstations, 

large servers, a mesh of processors and Linux 

clusters to satisfy a chain of computational needs. 

According to Globus Proposed model, the 

grid computing is an infrastructure that enables the 

integrated, collaborative use of high-end computers, 

networks, databases and scientific instruments 

owned and managed by multiple organizations. 

The Grid bus defines grid computing as a 

type of parallel and distributed system that enables 

the sharing, selection and aggregation of 

geographically distributed autonomous resources 

dynamically at runtime depending on their 

availability, capability. Performance, cost and user‘s 

quality of service requirements. 

There are many benefits associated with grid are: 

 Provides heterogeneous system support 

 Provides increased capacity and Productivity 

 Supports virtual resources and virtual  

 Organizations 

 Provide load balancing of resources 

 Provides scalability 

 Improves execution by reducing time 

 

The following broad categories of requirements: 

 Trust—A grid deployment must achieve high 

levels of trustworthiness and the trust 

infrastructure must accommodate the unique 

needs for federated control. 

 Management Reporting—the grid environment 

should provide a variety of reports that support 

managements‘ need to understand the 

deployment and utilization of resources. 

 Monitoring--  A wide variety of processing 

tasks may be using the resources of he grid, and 

these need to be monitored in real-time and 

both normal and abnormal events must be 

reported using various modalities. 

 Service Levels—Commercial collaborators who 

choose to use grid technologies have concrete 

expectations about service levels tied to specific 

business relationships; the tools and techniques 

for monitoring and managing service levels 

must be present. 

 Data Catalogs and Replicas-Sharing data 

resources is often the compelling motivation for 

the deployment of computing grids. Meta-data 

based mechanisms support the needs for data 

distribution in grids. 

In addition to these management concerns, 

facilities that support end user ease-of-use have an 

impact on the robustness of management tools. 

  

IV.  PROPOSED WORK VALIDATED ON 

CASE SUTDY 
 We propose a new decentralized access control 

scheme for secure data storage in clouds that 
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supports anonymous authentication. In the 

proposed scheme, the cloud verifies the 

authenticity of the server without knowing the 

user‘s identity before storing data.  

 The scheme prevents replay attacks and 

supports creation, modification, and reading 

data stored in the cloud. We also address user 

revocation  

 The main aim of this research is that the 

identity of the user is protected from the cloud 

during authentication.  

 Revoked users cannot access data after they 

have been revoked.  

 To avoid replay attacks in the cloud and also 

improve the security to the cloud data  

 

V. SCOPE OF WORK 
 Cloud computing is a model for enabling 

ubiquitous, convenient, on-demand network access 

to a shared pool of configurable computing 

resources that can be rapidly provisioned and 

released with minimal management effort. Cloud 

providers typically use a "pay as you go" model. 

Cloud computing is a kind of grid computing; it has 

evolved by addressing the QoS (quality of service) 

and reliability problems. Cloud computing provides 

the tools and technologies to build data/compute 

intensive parallel applications with much more 

affordable prices compared to traditional parallel 

computing techniques. 

Attribute-Based Encryption (ABE) and 

Proxy Re-Encryption (PRE) scheme are one of the 

schemes to flexibly control cloud data access in an 

efficient way by integrating the concept of trust and 

reputation evaluation into a cryptographic system 

It is proposed a middleware technology 

framework for data management and distribution in 

grid computing. The goal of this framework is to 

provide good resource allocation for grid application 

and support collaboration with consistency or 

transparency over field test on distributed data 

which automates. These grid frameworks with Open 

grid Services Architecture (OGSA) & GT4 has main 

characteristics providing middleware technologies 

along with distributed computing. The data 

distribution or resource distribution have effective 

grid collaboration framework. Thus in this paper we 

discuss about the architecture /framework of Grid 

computing with required security policies in present 

environment which allows the heterogeneous 

resources with grid resource broker. We also discuss 

the elements of Grid and various grids that gives the 

choices according to the user applications. P2P 

middleware grid technology provides re-

configurability dynamics which helps from failure 

by load dynamics .Globus toolkit, OGSA, OGSI, 

provides Virtual organization for data managements 

and resource managements are handled with great 

security level job submitters and administrators to 

access .This has its future enhancement for big data 

and cloud computing in which still security policies 

to be increased in their level of criteria 

authentication or key provisions  

 We have presented a decentralized access 

control technique with anonymous authentication, 

which provides user revocation and prevents replay 

attacks. The cloud does not know the identity of the 

user who stores information, but only verifies the 

user‘s credentials. Key distribution is done in a 

decentralized way. One limitation is that the cloud 

knows the access policy for each record stored in the 

cloud. The scheme introduced for realizing scalable, 

flexible, and fine-grained access control in cloud 

computing. The scheme seamlessly incorporates a 

hierarchical structure of system users by applying a 

delegation algorithm to R-HABE. Also achieves 

efficient user revocation because of multiple value 

assignments of attributes which allows flexible 

access revocation capability also. Revocation is 

achieved using interpolation which does not require 

any change in other user‘s shares. . A sequence of 

walk through steps for both the initial key 

agreement and revocation provided also show how 

these work together. We formally proved the 

security of scheme based on the security of CP-

ABE. Finally, we improve the flexibility, scalability 

and fine grained access control of this system by 

reducing the number of keys generated for same 

attributes in the same level of organization. We 

implemented the proposed scheme, and conducted 

comprehensive performance analysis and 

evaluation, which showed its efficiency and 

advantages over existing schemes. Thus R-HABE 

can also introduce fuzzy –IBE as its future work 

which is an application of polynomial for biometric 

identity and also for error tolerance identity 

 

VI. PROPOSED MODEL 
The knowledge required to develop 

complex software has historically existed in 

programming folklore, the heads of experienced 

developers, or buried deep in the code. These 

locations are not ideal since the effort required to 

capture and evolve this knowledge is expensive, 

time-consuming, and error-prone. Many popular 

software modeling methods and tools address 

certain aspects of these problems by documenting 

how a system is designed. However, they only 

support limited portions of software development 

and do not articulate why a system is designed in a 

particular way, which complicates subsequent 

software reuse and evolution.[77] 

Patterns, frameworks, and middleware are 

increasingly popular techniques for addressing key 

aspects of the challenges outlined above. Patterns 

codify reusable design expertise that provides time-
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proven solutions to commonly occurring software 

problems that arise in particular contexts and 

domains. Frameworks provide both a reusable 

product line architecture [1] – guided by patterns – 

for a family of related applications and an integrated 

set of collaborating components that implement 

concrete realizations of the architecture. Middleware 

is reusable software that leverages patterns and 

frameworks to bridge the gap between the functional 

requirements of applications and the underlying 

operating systems, network protocol stacks, and 

databases. This paper presents an overview of 

patterns, frameworks, and middleware, describes 

how these technologies complement each other to 

enhance reuse and productivity, and then illustrates 

how they have been applied successfully in practice 

to improve the reusability and quality of complex 

software systems.Fig.1 provides  Middleware 

Layers in Context. Figure 2 provides relationship 

between framework components. 

 

 
Fig. 1 Middleware Layers in Context 

 

 
Fig. 2 Relationships between Framework 

Components 

 

VII. DATA MANAGEMENT 
A grid is a collection of distributed 

computing resources over a local or wide area 

network that appears to an end user or application as 

one large virtual computing system.  

A computational grid is a hardware and 

software infrastructure that provides dependable, 

consistent, pervasive and inexpensive access to high 

end computational capabilities. 

Web Services and Grid Computing: 

The users of such grids viz. citizens will 

require web services over the Internet. They will not 

b e interested or required to know of any details of 

hardware or software resource locations or resource 

allocations management. All this has to be provided 

by the grid computing environment. Thus, 

integrating web service with grid architecture 

becomes a necessity for these purposes. The Open 

Grid Services Architecture (OGSA) becomes 

essential to offer effective, shameful web services 

based on Service Oriented Architecture (SOA) on 

the grid.  

Key Functional Requirements in Grid Computing: 

In any grid the functional elements are: [79] 

 Resource Management: The ability to keep 

track, allot and remove grid resources. 

 Security Management: The ability to ensure 

authenticated and authorized access to grid 

Resources, from the users in the external world. 

 Data Management: The3 ability of transporting, 

cleaning, parceling and processing the Data, 

between any two nodes in the grid, without the 

knowledge of the user.  

 Services Management: The ability of 

the users and applications to query and obtain 

response from the grid efficiently. 

 

Table 1 Provides Layered Architecture: 

Table 1: Layered Architecture 

1. Infrastructure layer-Processors, 

storage, software, data 

2. Security layer-Authentication and 

authorization 

3. Job management layer-job scheduling, 

job management, accounting   

4. Resource management layer-Resource 

access and management, and 

scheduling services 

5. Middleware layer-Tools, languages, 

libraries 

6. Application layer-

Scientific/engineering, commercial, 

governance applications 

 

Table 2 Provides object oriented Grid tool kit: 

Table 2:  object oriented Grid tool kit 

Application 

Legion library (method invocation server) 

Legion Common Resource 

File Space Management 

System Directory Service 

 Service  

Legion object management server (core 

objects) 

Computational  infrastructure 
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Data Management: 

This model describes the basics of data 

transfer on grid environments using the GridFTP 

APIs provided by the Java Commodity Grid (COG) 

Kit 1.2 and the Globus Toolkit,[71] 

This model includes information on the following 

topics: 

 An overview of the GridFTP protocol for 

remote file transfer  

 A sample Java program for connecting to 

theGridFTP server, performing single, multiple, 

or parallel transfers. 

 Common mistakes and error usages seen when 

working with GripFTP and troubleshooting 

ti8ps for those errors 

 Transferring files using other grid protocols 

such Globus Access to Secondary Storage 

(GASS) 

 GridFTP is a high performance file transfer 

protocol designed specifically for grid 

environments. The following sections describe 

GridFTP features along with source code.  

Computational grids provide the 

infrastructure for powerful new tools for 

investigation, including desktop computing, smart 

instruments, collaboration, and distributed 

commuting. The Globus Proposed models are 

engaged in defining and developing a persistent data 

grid with the following capabilities [Reliable Data 

Transfer]:  

 High-performance, source, robust datatransfer 

mechanisms 

 A set of tools for creating and manipulating  

 Replies of large datasets 

 A mechanism for maintaining a catalog of  

 Dataset replicas 

GridFTP is a high-performance-secure, 

reliable data transfer protocol optimized for high-

bandwidth wide-area networks. The GridFTP 

protocol is based on FTP, the popular Internet file 

transfer protocol [Reliable Data Transfer]. This 

protocol and family of tools were born from a a 

realization that the grid environment needed a fast, 

secure, efficient, and reliable transport mechanism. 

According to Allocock and colleagues [Grid Data 

Management large decentralized computational 

grids require a robust transport mechanism with the 

following features: 

 Parallel data transfer:  

Multiple TCP streams to improve bandwidth 

over using a single TCP stream Parallel data transfer 

is supported through FTP command extensions and 

data channel extensions.  

 Grid Security Infrastructure (GSI) and Kerberos 

authentication support: 

Use-controlled settings of various levels of 

data integrity and confidentiality, user-controlled 

settings of various levels of data integrity and 

confidentiality. This feature provides a robust and 

flexible authentication, integrity, and confidentiality 

mechanism for transferring files.  

 Third-party control of data transfer: 

Support for managing large data sets for 

large distributed communities. This provides third-

party control of transfers between storage servers. 

 Striped data transfer: 

Capabilities to partition data across multiple 

servers to improve aggregate bandwidth. GridFTP 

supports stripe data transfers through extensions 

defined in the Grid Forum Draft.  

 Partial File Transfer:  

New FTP commands to support transfers of 

regions of a file, unlike standard FTP that requires 

the allocation to transfer the entire file, file, unlike 

standard FTP that requires the application to transfer 

the entire file.  

 Reliable data transfer:  

Fault recovery methods for handling transient 

network failures and server outages and for 

restarting failed transfers.  

 Manual Control of TCP buffer size: 

Support for achieving maximum bandwidth with 

TCP/IP. 

 Integrated Instrumentation: 

Support for returning restart and performance 

markets.  

 Connecting in a GridFTP Server: 

The Java program in Listing1 implements a basic 

GridFTP transfer to the local file system.  

 

Listing 1: 

Listing 1 GridFTP.java A client program to 

transfer files via Grid FTP 

 

package grid.ftp; 

 

import java.io.*; 

 

import org.globus.ftp.*; 

import org.globus.ftp.exception.*; 

import org.globus.gsi.*; 

import org.globus.gsi.gssapi.*; 

import org.ietf.jgss.GSSCredential; 

 

import java.util.*; 

import org.apache.log4j.Logger; 

import org.apache.log4j.Level; 

 

import java.security.cert.X509Certificate; 

 

/** 

 * GridFTP: Transfer files via the GridFTP 

protocol 

 * run grid-proxy-init before running this 

program 

 *  
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 * Both client and server must have each other 

CA certificates 

 * for mutual authentication to work 

 */ 

public class GridFTP  

{ 

    private static Logger logger =  

            

Logger.getLogger(GridFTP.class.getName()); 

 

    // Protocol client,  provided by he Cog API 

    private GridFTPClient client = null; 

 

    // default port 

    private static int GRIDFTP_PORT = 2811;  

 

    /** 

      * Constructor 

      * @param host remote GridFTP host 

      * @param port remote GridFTP port (default 

is 2811) 

      */ 

    public GridFTP(String host, int port)  

        throws ServerException, IOException  

    { 

            client = new GridFTPClient(host, port); 

 

            /** 

             * Authenticate using the default 

credentials. 

             * Requires GSI to be configured 

properly on the client. 

             * Including user cert/key pair an CA 

certificates 

             *  

             */ 

            client.authenticate(null);  

    } 

 

The Globus Toolkit uses the standard Apache log4j 

package from http://jakarta.apache.org/log4j/docs/ 

to displays log messages by defining a static logger; 

 

Private static Logger logger = 

Logger.getLogger 

(MyGrdFTP.class.getName ( ) ): 

 

 

This package is very popular among Java 

programmers and can be very helpful when 

debugging your classes. The class constructor takes 

the hostname and port as arguments and 

authenticates against the server using GSI 

credentials.  

This class works only with the Globus 

Toolkit 2.2 or later. GSI changed significantly after 

version 2.0. The functionality of the 

org.globus.security.GlobusProxy class is largely 

replaced by the or.globus.gs1.GlobusCredential 

class. However, Globus recommends not using the 

org.globus.gsi.GlobusCredential class because it is a 

representation of Public Key Infrastructure (PKI) 

credentials that are specific to one security protocol. 

Instead, Globus recommends using the Generic 

Security Service (GSS) abstractions as much as 

possible. 

The code snippet from Listing 2 shows how to do 

this conversion: 

 

GlobusCrdential globusCred = new 

GlobusCredential (…); 

 GSSCredential creg = new 

GlobusGSSCredential Impl ( lobusCred,  

GSSCredential.DEFAULT_LIFETIME); 

 

 

Transferring Data: 

The code in Listing 2 implements a single file 

transfer through GridFTP 

 

Listing 2: 

Listing 2 Single GridFTP transfer 

 

/** 

 * Transfer a file from a remote host 

 * @param remoteFile Remote file. It must 

exist in the server 

 * @param localFile Where should the remote 

file be stored? 

 * @param transferType FTP transfer type. 

One of:  

 *   GridFTPSession.ASCII 

 *   GridFTPSession.BINARY 

 */ 

public void download(String remoteFile 

, String localFile, int transferType) 

 

    throws ServerException, ClientException, 

IOException  

 

{ 

  // remote file size 

  long size = client.getSize(remoteFile); 

 

  // check if remote file exists 

  // if not an exeception will be thrown... 

  if (client.exists(remoteFile)) { 

    client.setType(transferType); 

 

    /** required to transfer multiple files **/ 

    client.setLocalPassive(); 

    client.setActive(); 

 

    final FileOutputStream fos = new 

FileOutputStream(localFile); 
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    // get the file, use the DataSink interface to 

write incoming data 

    // Implement this interface to provide your 

own ways  

    // of storing data. 

    // It must be thread safe; in parallel transfer 

mode several  

    // streams may attempt to write. 

    client.get(remoteFile, new DataSink() { 

public synchronized void write(Buffer buffer) 

throws IOException  

{ 

System.err.println( 

"received " + buffer.getLength() + " bytes"); 

 

fos.write(buffer.getBuffer()); 

} 

 

public void close() throws IOException { 

// close File output streams 

fos.flush(); 

fos.close(); 

}; 

    }, null); 

 

    // transfer ok 

    logger.info( 

            "Successfully transfered: " 

                    + remoteFile 

                    + " to " 

                    + localFile 

                    + " size: " 

                    + size); 

 

  } else { 

          System.err.println(remoteFile + " 

doesn't exist"); 

  } 

} 

 

Transferring Multiple Files: 

At first glance, a parallel transfer may 

sound as though the client is capable of transferring 

multiple files from multiple servers in Kazaa or 

Morpheus style. In reality, however, parallel transfer 

means simply that multiple streams will be opened 

to transfer the same file from the same server. For 

two-party transfers, GridFTP will only add overhead 

in single processor machines [Reliable Data 

Transfer]. In any case, the client will transfer 

multiple copies of the same file without any slicing 

whatsoever, although it may increase performance if 

you have a multiprocessor system.  

In case of two-party transfer, parallelism 

should be carefully chosen. The advantage of having 

multiple streams has mostly to do with low-level 

TCP procedures and is also related to the TCP 

window size. Using twice-the number of parallel 

streams will not necessarily produce twice the 

performance. Actually from a certain point, you will 

experience a decrease in performance. Current 

implementation of the FTP package handles each 

data pathway in a separate thread, so unless your 

machine has multiple CPUs, you only add 

computing overhead by increasing parallelism 

[ReliableDataTransfer04]. 

A parallel transfer requires extended mode. 

Furthermore, the transfer type must be image, and 

the data sink/source must support random data 

access and be threading safe. Multiple threads may 

write to it.  

Troubleshooting: 

Most of the problems in writing this code 

relates to dealing with legacy proxies and converting 

them to GSSCredentials, Take a careful look at the 

constructor of this class to make sure you 

understand the conversion process. Also ensure that 

you are running the correct versions of the Globus 

Toolkit and the GridFTP servers. Older versions 

(before 1.5) are bit enabled for GSSAPI. 

Also make sure your client-side java 

libraries, prvide3d by the CoG it, are properly 

configured in your class path. A set of user 

certificates is also required to connect through GSI. 

Runtime or Defective Credential Errors: 

 Defective credentials indicate a problem with 

your client and server certificates. The 

following tips should be kept in mind when you 

run the code ion this model: 

 Make sure your java environment is setup 

properly. This is done by setting the 

environment variable GLOBUS_LOCATION 

to the install directory, and running the java 

environment configuration script  

 

$GLOBUS_LOCATION/etc/globus.dev-

env. {csh, sh}. 

 

 

 A GSI proxy should be generated first on 

the client by running the command grid- Proxy-init. 

Authentication Failed Errors: 

If you run into an authentication failed 

error, here are some tips that can help you fix them: 

 For mutual authentication to succeed, both 

client and server require a use certificate, 

private key, and CA certificate to be properly 

configured. On the client, the path to these files 

is described in the file cog.properities found in 

the user‘s home directory $HOME/.globus (in 

UNIX systems). 

Transferring Files Using Multiple Protocols: 

The transfers are performed using URLs of the 

form: 
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PROTOCOL: //HOST / FILE 

For example to transfer a file between 

two GridFTP servers: 

Source URL: gsiftp://host 

1:2811/c:/temp/file.xml 

Destination URL:

 gsiftp://host2.2811/c:/temp/file.xml 

Or, to perform a third-party transfer from 

a GASS server to a GridFTP server:  

Source URL: https://host 

1:3154/c:/temp/file.xml 

Destination URL:

 gisftp://host2:2811/tmp/filr.xml 

 

 

GridFTP is a secure, reliable data transfer 

protocol optimized for high-performance networks 

based on FTP, the popular Internet protocol. This 

model has provided a developer‘s overview of 

GridFTP features withy sample programs based on 

the lava Cog Kit API provided by the Globus 

Toolkit. GridFTP is the foundation of data 

management services, which constitute the second 

pillar of the Grid Services Architecture.  

Grid Extended Cloud Computing Case Study 

Validation: 

Cloud computing is frequently compared to 

grid computing Grid computing also has the same 

intent of abstracting our computing resources to 

enable utility models and was proposed at least a 

decade earlier than cloud computing and there are 

many aspects of grid computing that have formed 

the basis of the requirements placed on a cloud . 

Having said that, there are also very specific 

differences between a grid computing infrastructure 

and the features one should expect from a cloud 

computing infrastructure. This can be seen by first 

describing some funds mental aspects of grid 

computing and then comparing them with those of 

cloud computing. 

Motivation of the Thesis; 

Cloud Computing has been envisioned as 

the next-generation architecture of IT Enterprise. It 

moves the application software and databases to the 

centralized large data centers, where the 

management of the data and services may not be 

fully trustworthy. This unique paradigm brings 

about many new security challenges, which have not 

been well understood. This work studies the 

problem of ensuring the integrity of data storage in 

Cloud Computing. In particular, we consider the 

task of allowing a third party auditor (TPA), on 

behalf of the cloud client, to verify the integrity of 

the dynamic data stored in the cloud. The 

introduction of TPA eliminates the involvement of 

the client through the auditing of whether his data 

stored in the cloud are indeed intact, which can be 

important in achieving economies of scale for Cloud 

Computing. The support for data dynamics via the 

most general forms of data operation, such as block 

modification, insertion, and deletion, is also a 

significant step toward practicality, since services in 

Cloud Computing are not limited to archive or 

backup data only. While prior works on ensuring 

remote data integrity often lacks the support of 

either public auditability or dynamic data 

operations, this paper achieves both. We first 

identify the difficulties and potential security 

problems of direct extensions with fully dynamic 

data updates from prior works and then show how to 

construct an elegant verification scheme for the 

seamless integration of these two salient features in 

our protocol design. In particular, to achieve 

efficient data dynamics, we improve the existing 

proof of storage models by manipulating the classic 

Merkle Hash Tree construction for block tag 

authentication. To support efficient handling of 

multiple auditing tasks, we further explore the 

technique of bilinear aggregate signature to extend 

our main result into a multiuser setting, where TPA 

can perform multiple auditing tasks simultaneously. 

Objectives: 

 Input Design is the process of converting a 

user-oriented description of the input into a 

computer-based system. This design is 

important to avoid errors in the data input 

process and show the correct direction to the 

management for getting correct information 

from the computerized system. 

 It is achieved by creating user-friendly screens 

for the data entry to handle large volume of 

data. The goal of designing input is to make 

data entry easier and to be free from errors. The 

data entry screen is designed in such a way that 

all the data manipulates can be performed. It 

also provides record viewing facilities. 

 When the data is entered it will check for its 

validity. Data can be entered with the help of 

screens. Appropriate messages are provided as 

when needed so that the user will not be in 

maize of instant. Thus the objective of input 

design is to create an input layout that is easy to 

follow 

Problem Definition: 

In the Existing systems, the notion of 

public audit ability has been proposed in the context 

of ensuring remotely stored data integrity under 

different system and security models. Public 

auditability allows an external party, in addition to 

the user himself, to verify the correctness of 

remotely stored data. However, most of these 

schemes do not consider the privacy protection of 

users‘ data against external auditors. Indeed, they 

may potentially reveal user‘s data to auditors. This 

severe drawback greatly affects the security of these 

protocols in cloud computing. From the perspective 



P.Nagamani Journal of Engineering Research and Application                                     www.ijera.com            

ISSN : 2248-9622, Vol. 8, Issue5 (Part -V) May 2018, pp 57-76 

 
www.ijera.com                                  DOI: 10.9790/9622-0805055776                             68 | P a g e  

 

 

of protecting data privacy, the users, who own the 

data and rely on TPA just for the storage security of 

their data, do not want this auditing process 

introducing new vulnerabilities of unauthorized 

information leakage toward their data security. 

Disadvantages of existing system: 

 Although the infrastructures under the cloud are 

much more powerful and reliable than personal 

computing devices, they are still facing the 

broad range of both internal and external threats 

for data integrity. 

 Second, there do exist various motivations for 

CSP to behave unfaithfully toward the cloud 

users regarding their outsourced data status. 

 In particular, simply downloading all the data 

for its integrity verification is not a practical 

solution due to the expensiveness in I/O and 

transmission cost across the network. Besides, it 

is often insufficient to detect the data corruption 

only when accessing the data, as it does not 

give users correctness assurance for those 

unaccessed data and might be too late to 

recover the data loss or damage. 

 Encryption does not completely solve the 

problem of protecting data privacy against 

third-party auditing but just reduces it to the 

complex key management domain. 

Unauthorized data leakage still remains 

possible due to the potential exposure of 

decryption keys. 

Problem Solution: 

In this paper, we utilize the public key 

based homomorphism authenticator and uniquely 

integrate it with random mask technique to achieve 

a privacy-preserving public auditing system for 

cloud data storage security while keeping all above 

requirements in mind. To support efficient handling 

of multiple auditing tasks, we further explore the 

technique of bilinear aggregate signature to extend 

our main result into a multi-user setting, where TPA 

can perform multiple auditing tasks simultaneously. 

Extensive security and performance analysis shows 

the proposed schemes are provably secure and 

highly efficient. We also show how to extent our 

main scheme to support batch auditing for TPA 

upon delegations from multi-users. 

Advantages of proposed system: 

 Public auditability: to allow TPA to verify the 

correctness of the cloud data on demand 

without retrieving a copy of the whole data or 

introducing additional online burden to the 

cloud users. 

 Storage correctness: to ensure that there exists 

no cheating cloud server that can pass the 

TPA‘s audit without indeed storing users‘ data 

intact. 

Privacy preserving: to ensure that the TPA 

cannot derive users‘ data content from the 

information collected during the auditing process. 

 Batch auditing: to enable TPA with secure and 

efficient auditing capability to cope with 

multiple auditing delegations from possibly 

large number of different users simultaneously 

 Lightweight: to allow TPA to perform auditing 

with minimum communication and computation 

overhead. 
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Fig. Use case Diagram 
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Fig. Implementation of system using 

class diagram 

SCREEN SHOTS; 

 
Fig. Home window 

 
Fig. Owner login form window 

 

 
Fig. Owner registration window 

 

 
Fig. Owner window after login is success 
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Fig. Owner file detail window 

 

 
Fig. User requested files on owner window 

 

 
Fig. Owner uploaded files window 

 

 

 
Fig. User login window 

 

 
Fig. User registration login window 

 

 
Fig. TPA verified files on user window 
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Fig. User sees all files uploaded by owners 

 

 
Fig. User download owner files 

 

 
Fig. TPA login form 

 
Fig. TPA window after login success 

 

 
Fig. TPA verify the owner files 

 

 
Fig. TabofileupDatabase Table 
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Fig. Tabownerreg 

 

 
Fig. Userreg 

 

VIII. CONCLUSION 
This research paper is a novel and innovative 

idea of providing a security framework for Data 

Management and Distribution for Middleware 

technology for Grid extended Clouds, with a 

validation on a case study. The proposed research 

model is an Object Oriented Pattern and Framework 

using UML Security Design Model for Authnticaton 

and Authorization for Data Management and 

Distribution in Grid extended clouds. Appropriate 

implementations are performed in case study to 

adequately validate the proposed Object oriented 

model. This model can be extended for High 

Performance Computing in Distributed Systems and 

Big Data. 
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