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ABSTRACT 
Neural Networks (NN) are the most active research and application in the field of pattern classification, using 

training and testing data to build a model. However, the success of the networks is highly dependent on the 

performance of the training process and hence the training algorithm. Many training algorithms have been 

proposed so far to improve the performance of neural networks. The paper gives the study of multilayer 

perceptron, radial basis function network, and probabilistic neural network. The algorithms are tested on three 

different datasets and comparisons in terms of accuracy with test data are mentioned in the paper. 
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I. INTRODUCTION 
ANN is a powerful tool for data analysis and 

is a non-linear mapping structure. ANN identifies and 

learns correlated patterns between input datasets and 

corresponding target value. After training ANN can 

be used to predict input data. ANN is being 

recognized in the area of classification and 

predictions. There are various types of ANN like 

multilayer perceptron, Radial Basis function, 

Probabilistic Neural Network and are been discussed. 

The graphical representation of supervised learning 

where the weights are adjusted is given in figure 1. 

 

     

Figure 1: A learning cycle in ANN Model 

 

The phases of ANN are training, validation 

and testing. The training set is used to train the 

network. The validation set is used to validate the 

network, to adjust network design parameters. The 

test set is used to test the generalization performance 

of the selected design of neural network. 

 

Advantages of NN are as follows: 

 Adaptive learning: An ability to learn how to do 

tasks based on the data given for training or 

initial experience. 

 Self Organization: An NN can create its own 

organization or representation of the information 

it receives during learning rate. 

 Real time operation: NN computation may be 

carried out in parallel and special hardware 

devices are being designed and manufactured 

which take advantages of this capability. 

 Fault tolerance via redundant information 

coding: Partial destruction of a network leads to 

the corresponding degradation of performance. 

However , some network capabilities may be 

retained even with major network damage 

 

II.  NEURAL NETWORK CLASSIFIERS 
Listed below are few of the neural networks:  

1) Multilayer perceptron  

2) Radial basis function network  

3) Probabilistic neural network.  

 

2.1Multilayer Perceptron  

Multilayer perceptron (MLP) are the most 

common form of a multilayer feed forward network. 

Figure 2 shows an MLP which has three types of 

layers: an input layer, an output layer and a hidden 

layer. Neurons in input layer act as buffers for 

distributing the input signals Xi (i=1, 2 …n) to 

neurons in the hidden layer. Feed-forward networks 

often have one or more hidden layers of sigmoid 

neurons followed by an output layer of linear 

neurons. 
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Figure 2: Multilayer Perceptron Network 

 

Each neuron j (Figure 2) in the hidden layer sums up 

its input signals Xi after weighting them with the 

strengths of the respective connections wji from the 

input layer and computes its output Yj as a function f 

of the sum. 

 

Yi = F ( ∑ Wij Xi ) ----- (1) 

 

F can be a simple threshold function or a sigmoidal, 

hyperbolic tangent or radial basis function as given 

in figure 3, a mesh layered perceptron network 

 

 
Figure 3: Perceptron Process 

 

The output of neurons in the output layer is 

computed similarly. The back-propagation 

algorithm, a gradient descent algorithm, is the most 

commonly adopted MLP training algorithm.  

 

 It gives the change Δwji the weight of a connection 

between neurons i and j as follows: 

 

∆ Wij = ղ δj Xi -----(2) 

 

where η is a parameter called the learning rate and δj 

is a factor depending on whether neuron j is an input 

neuron or a hidden neuron. For output neurons, 

 
δj = (∂f /∂netj)(yj

(t)
 − yj)  ----(3) 

 

and for hidden neurons 

 

δj = (∂f /∂ netj)(Σq wjqδq)  ---- (4) 

 
In Eq. (3), netj is the total weighted sum of 

input signals to neurons j and yj(t) is the target 

output for neuron j. As there are no target outputs 

for hidden neurons, in Eq. (4), the difference 

between the target and actual output of a hidden 

neurons j is replaced by the weighted sum of the δq 

terms already obtained for neurons q connected to 

the output of j. The process begins with the output 

layer, the δ term is computed for neurons in all 

layers and weight updates determined for all 

connections, iteratively. The weight updating 

process can happen after the presentation of each 

training pattern (pattern-based training) or after the 

presentation of the whole set of training patterns 

(batch training). Training epoch is completed when 

all training patterns have been presented once to the 

MLP. A commonly adopted method to speed up the 

training is to add a “momentum” term to Eq.(5) 

which effectively lets the previous weight change 

influence the new weight change: 

 

Δwij (i + 1) = η δj Xi + μ Δwij(i) ----- (5) 
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where Δwij (i + 1) and Δwij(i) are weight changes in 

epochs (i + 1) and (i), respectively, and μ is 

“momentum” coefficient (Jayawardena & Fernando, 

1998). 

 

2.2 Radial Basis Function Network  

Radial basis function (RBF) network is a 

feed-forward network. Radial basis function 

networks consist of two layers: a hidden radial basis 

layer of S
1
 neurons, and an output linear layer of S

2
 

neurons. Each radial basis layer neuron’s weighted 

input is the distance between the input vector and its 

weight vector. Each radial basis layer neuron’s net 

input is the element-by-element product of its 

weighted input with its bias. Each neuron’s output is 

its net input passed through radial basis transfer 

function.  

 

 

 
Figure 4: Radial Basis Function Network 

 

Radial basis function network is created 

iteratively one neuron at a time. Neurons are added 

to the network until the sum-squared error falls 

beneath an error goal or a maximum number of 

neurons have been reached. Design parameter of 

radial basis function network is spread of radial 

basis transfer function. 

Radial basis networks can be designed with newrb. 

The transfer function for a radial basis neuron is:  

 Radbas(n) = e 
- n 2   

----- (6) 

Radial basis function network consists of 

three layers as in Fig 4. The input layer has neurons 

with a linear function that simply feed the input 

signals to the hidden layer. Moreover, the 

connections between the input and hidden layer are 

not weighted. The hidden neurons are processing 

units that perform the radial basis function. Each 

unit is mathematically defined as: 

φj (x) = φ(║ x - xj║), j = 1 ,2, …, n ---- (7) 

The j
th

 input data point xj denotes the center of the 

radial basis function, and the vector x is the pattern 

applied to input layer. Selecting the basis function is 

not crucial to the performance of the network the 

most common being the Gaussian basis function 

which is used in this study. It is defined as: 

φj (x) = exp (-1/2 σ 2 j (║ x - xj║2)), j = 1 ,2, …, n --

-  (8) 

The output neuron is a summing unit to produce the 

output as a weighted sum of the hidden layer outputs 

as shown by: 

   

F(x) = Σwjφj (x)  , j = 1 ,2, …, n ----(9) 

 

2.3 Probabilistic Neural Network  

Probabilistic neural network is a 

multilayered feed-forward network with four layers: 

Input layer, Pattern layer, Summation layer and 

Output layer. It is derived from RBF .When an input 

is presented, the first layer computes distances from 

the input vector to the training input vectors and 

produces a vector whose elements indicate how 

close the input is to a training input. The second 

layer sums these contributions for each class of 

inputs to produce as its net output a vector of 

probabilities. Finally, a competitive output layer 

picks the maximum of these probabilities, and 

produces a 1 for that class and a 0 for the other 

classes.  
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Figure 5: Probabilistic Neural Network 

 

In PNN weights are not "trained" but 

assigned. Existing weights will never be alternated 

but only new vectors are inserted into weight 

matrices when training. So it can be used in real-

time. Since the training and running procedure can 

be implemented by matrix manipulation, the speed 

of PNN is very fast. Training samples can be added 

or removed without extensive retraining. 

Average of the pdf’s for the “n” samples in the 

population is: 

 

 1/ nσ ∑W( x- xk /σ)---(10) 

 

The flowchart is as follows: 

 
Figure 6: Flowchart of PNN 
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III. RESULTS 
In the following table the values of correct 

classification function obtained by supplying 

different sets of input data into the chosen models of 

neural networks and processing their outputs are 

presented. The datasets present in UCI are classified. 

From these datasets 70 % of instances are used for 

training and 30 % for testing are performed. 

Learning iterations is set to 1000. 

 

Table1:  Classification result of the methods based on artificial neural network 

Sl no Data sets Function  Classification Accuracy comparison  on 

test data 
1 Breast Cancer data 

699 samples  

  2 classes 

10 attributes 

1.MLP 

2.RBF 

3.PNN 

 

94 % 

96% 

95% 

2 Iris Data Sets 

150 samples 

 3 classes  

4 attributes 

1.MLP 

2.RBF 

3.PNN 

 

96% 

99% 

95% 

3 Wine Data set 

178 samples  

3 classes  

13 attributes 

1.MLP 

2.RBF 

3.PNN 

 

95 % 

99% 

97% 

 

Figure 7: Comparison with overall Accuracy 

 

IV. CONCLUSIONS 
This paper introduces a neural network 

approach for Classification performance of all three 

investigated types of neural networks is acceptable. 

Radial basis function network exhibits better 

generalization performance then multilayer 

perceptron and probabilistic neural network. Small 

number of inputs effect crucially on the 

generalization performance of neural network 

classifier. The obtained results confirm the 

superiority of the RBF technique over the MLP 

technique in most of the cases with deterministic 

coefficients near 98 %. 
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