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Abstract
Back pressure-based adaptive routing algorithms where each packet is routed along a possibly different path have been extensively studied in the literature. However, such algorithms typically result in poor delay performance and involve high implementation complexity. In this paper, we develop a new adaptive routing algorithm built upon the widely-studied back-pressure algorithm. We decouple the routing and scheduling components of the algorithm by designing a probabilistic routing table which is used to route packets to per-destination queues. The scheduling decisions in the case of wireless networks are made using counters called shadow queues. The results are also extended to the case of networks which employ simple forms of network coding. In that case, our algorithm provides a low-complexity solution to optimally exploit the routing-coding-trade-off.

I. INTRODUCTION
The back-pressure algorithm introduced in [25] has been widely studied in the literature. While the ideas behind scheduling using the weights suggested in that paper have been successful in practice in base stations and routers, the adaptive routing algorithm is rarely used. The main reason for this is that the routing algorithm can lead to poor delay performance due to routing loops. Additionally, the implementation of the back-pressure algorithm requires each node to maintain predestination queues which can be burdensome for a wireless router. Motivated by these considerations, we re-examine the back-pressure routing algorithm in the paper and design a new algorithm which has much superior performance and low implementation complexity.

Prior work in this area [22] has recognized the importance of doing shortest-path routing to improve delay performance and modified the back-pressure algorithm to bias it towardstaking shortest-hop routes. A part of our algorithm has similar motivating ideas, but we do much more. In addition to provably throughput-optimal routing which minimizes the number of hops taken by packets in the network, we decouple routing and scheduling in the network through the use of probabilistic routing tables and the so-called shadow queues. The min-hop routing idea was studied first in a conference paper [7] and shadow queues were introduced in [6], but the key step of decoupling the routing and scheduling which leads to a dramatic delay reduction and the use of per-hop queueing is original here. The min-hop routing idea is also studied in [26] but their solution requires even more queues than the original back-pressure algorithm.

We also consider networks where simple forms of network coding are allowed [17]. In such networks, a relay between two other nodes XORs packets and broadcast them to decrease the number of transmissions. There is a trade-off between choosing long routes to possibly increase network coding opportunities (see the notion of reverse carpooling in [10]) and choosing short routes to reduce resource usage. Our adaptive routing algorithm can be modified to automatically realize this trade-off with good delay performance. In addition, network coding requires each node to maintain more queues [15] and our routing solution at least reduces the number of queues to be maintained for routing purposes, thus partially mitigating the problem. An offline algorithm for optimally computing the routing-coding trade-off was proposed in [23]. Our optimization formulation bears similarities to this work but our main focus is on designing low-delay on-line algorithms. Back pressuresolutions to network coding problems have also been studied in [14], [11], [8], but the adaptive routing-coding-trade-off solution that we propose here has not been studied previously. We summarize our main results below.

Using the concept of shadow queues, we decouple routing and scheduling. A shadow network is used to update a probabilistic routing table which packets use upon arrival at a node. The back-pressure-based scheduling algorithm is used to serve FIFO queues over each link.

The routing algorithm is designed to minimize the average number of hops used by packets in the network. This idea, along with the scheduling/routing
decoupling, leads to delay reduction compared with the traditional back-pressure algorithm.

- Each node has to maintain counters, called shadow queues, per destination. This is very similar to the idea of maintaining a routing table per destination. But the real queues at each node are per-next-hop queues in the case of networks which do not employ network coding. When network coding is employed, per-previous-hop queues may also be necessary but this is a requirement imposed by network coding, not by our algorithm.

- The algorithm can be applied to wireline and wireless networks. Extensive simulations show dramatic improvement in delay performance compared to the back-pressure algorithm.

The rest of the paper is organized as follows. We present the network model in Section II. In Section III and IV, the traditional back-pressure algorithm and its modified version are introduced. We develop our adaptive routing and scheduling algorithm for wireline and wireless networks with and without network coding in Section V, VI and VII. In Section VIII, the simulation results are presented. We conclude our paper in Section IX.

II. THE NETWORK MODEL

We consider a multi-hop wire line or wireless network represented by a directed graph $G = (N; L)$, where $N$ is the set of nodes and $L$ is the set of directed links. A directed link $(n; j)$ that can transmit packets from node $n$ to node $j$ is denoted by $(nj)$ 2 $L$: We assume that time is slotted and define the link capacity $c_{nj}$ to be the maximum number of packets that link $(nj)$ can transmit in one time slot.

Let $F$ be the set of flows that share the network. Each flow is associated with a source node and a destination node, but no route is specified between these nodes. This means that the route can be quite large for practical implementation in a network. At each link, the rate at which packets are generated by a flow $f$ is $e(f)$. Let $b(f)$ and $e(f)$ be source and destination nodes, respectively, of flow $f$: Let $x_f$ be the rate (packets/slot) at which flow $f$ is destined for node $d$: Thus, the total rate at which traffic can possibly arrive at each node destined to $d$ must be less than or equal to the total rate at which traffic can depart from the node destined to $d$:

$$\sum_{f \in F} x_f I\{b(f) = n, e(f) = d\} + \sum_{i \in (n) \subseteq \Lambda} \mu_{in}^d \leq \sum_{j \in \Lambda} \mu_{nj}^d,$$

where $I$ denotes the indicator function. Given a set of arrival rates $x = f x_f g f F 2 _\Lambda$; there exists some routing and scheduling algorithms that stabilize the network.

In addition, the flow conservation constraint must be satisfied at each node, i.e., the total rate at which traffic can possibly arrive at each node destined to $d$ must be less than or equal to the total rate at which traffic can depart from the node destined to $d$.

The back-pressure algorithm to be described next is an adaptive solution to the multi-commodity flow problem.

III. THROUGHPUT-OPTIMAL BACK-PRESSURE ALGORITHM AND ITS LIMITATIONS

The back-pressure algorithm was first described in [25] in the context of wireless networks and independently discovered later in [2] as a low-complexity solution to certain multi-commodity flow problems. This algorithm combines the scheduling and routing functions together. While many variations of this basic algorithm have been studied, they primarily focus on maximizing throughput and do not consider QoS performance. Our algorithm uses some of these ideas as building blocks and therefore, we first describe the basic algorithm, its drawbacks and some prior solutions.

The algorithm maintains a queue for each destination at each node. Since the number of destinations can be as large as the number of nodes, this per-destination queueing requirement can be quite large for practical implementation in a network. At each link, the algorithm assigns a weight to each possible destination which is called back-pressure. Define the back pressure link $(nj)$ for destination $d$ at slot $t$ to be

$$w_{nj}^d[t] = Q_{nd}[t] - Q_{jd}[t],$$

where $Q_{nd}[t]$ denotes the number of packets at node $n$ destined for node $d$ at the beginning of time slot $t$.
Under this notation, \( Q_{nn}[t] = 0 \); \( 8t \): Assign a weight \( w_{nj} \) to each link \((nj)\); where \( w_{nj} \) is defined to be the maximum back-pressure over all possible destinations, i.e.,

\[
w_{nj}[t] = \max_d w_{nj}^d[t].
\]

Let \( d_{nj} \) be the destination which has the maximum weight onlink \((nj)\);

\[
da_{nj}[t] = \arg \max_d \{ w_{nj}^d[t] \}. \tag{2}
\]

If there are ties in the weights, they can be broken arbitrarily. Packets destined for destination \( d_{nj}[t] \) are scheduled for transmission over the activated link \((nj)\): A schedule is a set of all links that can be activated simultaneously without interfering with each other. Let \( \square \) denote the set of all schedules. The back-pressure algorithm finds an optimal schedule \( \pi^*[t] \) which is derived from the optimization problem:

\[
\pi^*[t] = \arg \max_{\pi \in \Pi} \sum_{(nj) \in \pi} c_{nj} w_{nj}[t]. \tag{3}
\]

Specially, if the capacity of every link has the same value, the chosen schedule maximizes the sum of weights in any schedule. At time \( t \): for each activated link \((nj)\) \( \not\in \square[t] \) we remove \( nj \) from \( Q_{nd}[t] \) if possible, and transmit those packets to \( Q_{jn}[t] \): We assume that the departures occur first at a time slot, and external arrivals and packets transmitted over a link \((nj)\) in a particular time slot are available to node \( j \) at the next time slot. Thus the evolution of the queue \( Q_{nd}[t] \) is as follows:

\[
Q_{nd}[t+1] = Q_{nd}[t] - \sum_{j: (nj) \in S} \sum_{l: \mu_l[nj]} I_{(\mu_l[nj])}[\mu_l[nj][t] + \sum_{l: \mu_l[nj]} I_{\mu_l[nj]}[\mu_l[nj][t] + \sum_{l: \mu_l[nj]} f_{l}(\mu_l[nj][t]) a_{lj}[t]], \tag{4}
\]

where \( \mu_l[nj][t] \) is the number of packets transmitted over link \((nj)\) in time slot \( t \) and \( a_{lj}[t] \) is the number of packets generated by flow \( f \) at time \( t \): It has been shown in [25] that the back-pressure algorithm maximizes the throughput of the network.

A key feature of the back-pressure algorithm is that packets may not be transferred over a link unless the back-pressure over a link is non-negative and the link is included in the picked schedule. This feature prevents further congesting nodes that are already congested, thus providing the adaptivity of the algorithm. Notice that because all links can be activated without interfering with each other in the wire line network, \( \square \) is the set of all links. Thus the back-pressure algorithm can be localized at each node and operated in a distributed manner in the wire line network. The back-pressure algorithm has several disadvantages that prohibit practical implementation:

- The back-pressure algorithm requires maintaining queues for each potential destination at each node.

This queue management requirement could be a prohibitive overhead for a large network.

The back-pressure algorithm is an adaptive routing algorithm which explores the network resources and adapts to different levels of traffic intensity. However, it might also lead to high delays because it may choose long paths unnecessarily. High delays are also a result of maintaining a large number of queues at each node. Only one queue can be scheduled at a time, and the unused service could further contribute to high latency.

In this paper, we address the high delay and queueing complexity issues. The computational complexity issue for wireless networks is not addressed here. We simply use heuristically studied greedy maximal scheduling (GMS) algorithm. Here we call it the largest-weight-first algorithm, in short, LWF algorithm. LWF algorithm requires the same queue structure that the back-pressure algorithm uses. It also calculates the back-pressure at each link using the same way. The difference between these two algorithms only lies in the methods to pick a schedule. Let \( S \) denote the set of all links initially. Let \( Nb(l) \) be the set of links within the interference range of link \( l \) including \( l \) itself. At each time slot, the LWF algorithm picks a link \( l \) with the maximum weight first, and removes links within the interference range of link \( l \) from \( S \); i.e., \( S = Nb(l) \); then it picks the link with the maximum weight in the updated set \( S \); and so forth. It should be noticed that LWF algorithm reduces the computational complexity with a price of the reduction of the network capacity region. The LWF algorithm where the weights are link lengths (not back-pressures) has been extensively studied in [9], [16], [4], [18], [19]. While these studies indicate that there may be a reduction in throughput due to LWF in certain special network topologies, it seems to perform well in simulations and so we adopt it here.

In the rest of the paper, we present our main results which eliminate many of the problems associated with the back-pressure algorithm.

**IV. MIN-RESOURCE ROUTING USING BACK-PRESSURE ALGORITHM**

As mentioned in Section III, the back-pressure algorithm explores all paths in the network and as a result may choose paths which are unnecessarily long which may even contain loops, thus leading to poor performance. We address this problem by introducing a cost function which measures the total amount of resources used by all flows in the network. Specifically, we add up traffic loads on all links in the network and use this as our cost function. The goal then is to minimize this cost subject to network capacity constraints. Given a set of packet arrival rates that lie within the capacity region, our goal is to find the
routes for flows so that we use as few resources as possible in the network. Thus, we formulate the following optimization problem:

$$\text{min} \sum_{(n_j) \in \mathcal{L}} \mu_{n_j}$$

s.t. \[ \sum_{f \in F} x_f I\{s_f = n \cap e_f = d\} + \sum_{(n_j) \in \mathcal{L}} \mu_{n_j}^d \leq \sum_{(n_j) \in \mathcal{L}} \mu_{n_j}^d, \text{ for all } d \in \mathcal{N}, n \in \mathcal{N}, \] \[ \{\mu_{n_j}\}_{(n_j) \in \mathcal{L}} \in \Lambda. \]

We now show how a modification of the back-pressure algorithm can be used to solve this min-resource routing problem. (Note that similar approaches have been used in [20], [21], [24], [12], [13] to solve related resource allocation problems.)

Let $\mathbf{q}_{nk}$ be the Lagrange multipliers corresponding to the flow conservation constraints in problem (5). Appending these constraints to the objective, we get

$$\text{min} \sum_{(n_j) \in \mathcal{L}} \mu_{n_j} + \sum_{d} q_{nd} \left( \sum_{f \in F} x_f I\{s_f = n \cap e_f = d\} + \sum_{(n_j) \in \mathcal{L}} \mu_{n_j}^d - \sum_{n_j} \mu_{n_j}^d \right) = \text{min} \sum_{(n_j) \in \mathcal{L}} \sum_{d} \mu_{n_j}^d (q_{nd} - q_{jd}) - \sum_{n} q_{nd} \sum_{f \in F} x_f I\{s_f = n \cap e_f = d\}. \tag{6}$$

If the Lagrange multipliers are known, then the optimal can be found by solving

$$\max_{\mu\in\Lambda} \sum_{(n_j) \in \mathcal{L}} \mu_{n_j} w_{n_j} \tag{7}$$

where $w_{n_j} = \max_{d}(q_{nd} - q_{jd} + 1)$: The form of the constraint in (5) suggests the following update algorithm to compute

$$q_{nd}[t+1] = q_{nd}[t] + \frac{1}{M} \left( \sum_{f \in F} x_f I\{s_f = n \cap e_f = d\} + \sum_{(n_j) \in \mathcal{L}} \mu_{n_j}^d - \sum_{n_j} \mu_{n_j}^d \right)^+. \tag{8}$$

where $1M$ is a step-size parameter. Notice that $Mq_{nd}[t]$ looks very much like a queue update equation, except for the fact that arrivals into $Q_{nd}$ from other links may be smaller than $q_{nd}$ when $Q_{ld}$ does not have enough packets. This suggests the following algorithm.

Min-resource routing by back-pressure: At time slot $t$:

- Each node $n$ maintains a separate queue of packets for each destination $d$; its length is denoted $Q_{nd}[t]$. Each link is assigned a weight

$$w_{n_j}[t] = \max_{d} \left( \frac{1}{M} Q_{nd}[t] - \frac{1}{M} Q_{jd}[t] - 1 \right), \tag{9}$$

where $M > 0$ is a parameter.

- Scheduling/routing rule:

$$\mu_{n_j}^d \left[ t \right] \in \arg \max_{\mu^d \in \mathcal{L}} \sum_{(n_j) \in \mathcal{L}} c_{n_j} w_{n_j}[t].$$

For each activated link $(nj)$, remove $cn_j$ packets from $Q_{nd}[t]$ if possible, and transmit those packets to $Q_{jd}[t]$; where $d_{n_j}[t]$ achieves the maximum in (8).

Note that the above algorithm does not change if we recale the weights in (8) by the following, rescaled ones:

$$w_{n_j}[t] = \max_{d} \left( Q_{nd}[t] - Q_{jd}[t] - M \right), \tag{10}$$

and therefore, compared with the traditional back-pressure scheduling/routing, the only difference is that each link weight is equal to the maximum differential backlog minus parameter $M$. ($M = 0$ reverts the algorithm to the traditional one.) For simplicity, we call this algorithm M-back-pressure algorithm. The performance of the stationary process which is "produced" by the algorithm with fixed parameter $M$ is within $o(1)$ of the optimal as $M$ goes to 1 (analogous to the proofs in [21], [24]; see also the related proof in [12], [13]):

$$\left| \mathbb{E} \left[ \sum_{(n_j) \in \mathcal{L}} \mu_{n_j}^d \right] - \sum_{(n_j) \in \mathcal{L}} \mu_{n_j}^d \right| = o(1),$$

where $\mu_{n_j}$ is an optimal solution to (5).

Although M-back-pressure algorithm could reduce the delay by forcing flows to go through shorter routes, simulations indicate a significant problem with the basic algorithm presented above. A link can be scheduled only if the back-pressure of at least one destination is greater than or equal to $M$: Thus, at light to moderate traffic loads, the delays could be high since the back-pressure may not build up sufficiently fast. In order to overcome all these adverse issues, we develop a new routing algorithm in the following section. The solution also simplifies the queuing data structure to be maintained at each node.

V. PARN: PACKET-BY-PACKET ADAPTIVE ROUTING AND SCHEDULING ALGORITHM FOR NETWORKS

In this section, we present our adaptive routing and scheduling algorithm. We will call it PARN (Packet-by-Packet Adaptive Routing for Networks) for ease of repeated reference later. First, we introduce the queue structure that is used in PARN.

In the traditional back-pressure algorithm, each node $n$ has to maintain a queue $Q$ for each destination $d$: Let $|N|$ and $|D|$ denote the number of nodes and the number of destinations in the network, respectively. Each node maintains $|D|$ queues. Generally, each pair of nodes can communicate along a path connecting them. Thus, the number of queues...
maintained at each node can be as high as one less than the number of nodes in the network, i.e., \( jD \leq jN \). 

Instead of keeping a queue for every destination, each node \( n \) maintains a queue \( qnj \) for every neighbour \( j \); which is called a real queue. Notice that real queues are per-neighbour queues. Let \( Jn \) denote the number of neighbours of node \( n \); and let \( Jmax = \max jN \). The number of queues at each node is no greater than \( Jmax \). Generally, \( Jmax \) is much smaller than \( jN \). Thus, the number of queues at each node is much smaller compared with the case using the traditional back-pressure algorithm.

In additional to real queues, each node \( n \) also maintains a counter, which is called shadow queue, \( pnd \) for each destination \( d \). Unlike the real queues, counters are much easier to maintain even if the number of counters at each node grows linearly with the size of the network. A back-pressure algorithm run on the shadow queues is used to decide which links to activate. The statistics of the link activation are further used to route packets to the per-next-hop neighbour queues mentioned earlier. The details are explained next.

### A. Shadow Queue Algorithm – M-back-pressure Algorithm.

The shadow queues are updated based on the movement of fictitious entities called shadow packets in the network. The movement of the fictitious packets can be thought of as an exchange of control messages for the purposes of routing and schedule. Just like real packets, shadow packets arrive from outside the network and eventually exit the network. The external shadow packet arrivals are general as follows: when an exogenous packet arrives at node \( n \) to the destination \( d \), the shadow queue \( pnd \) is incremented by 1; and is further incremented by \( 1 \) with probability \( ^{\text{'}} \) in addition. Thus, if the arrival rate of a flow \( f \) is \( x_f \); then the flow generates “shadow traffic” at a rate \( x_f ^{\text{(')}} \). In words, the incoming shadow traffic in the network is \((1 + ^{\text{'}}) \) times the incoming real traffic.

The back-pressure for destination \( d \) on link \( (nj) \) is taken to be 

\[
\psi^{d}_{nj}[t] = p_{nd}[t] - p_{jd}[t] - \mu, 
\]

where \( \mu \) is a properly chosen parameter. The choice of \( \mu \) will be discussed in the simulations section.

The evolution of the shadow queue \( pnd[t] \) is 

\[
p_{nd}[t + 1] = p_{nd}[t] - \sum_{j: j \in D(nj)[t]} I_{(u_{nj}[t] = j)} p_{nj}[t] + \sum_{i: i \in L} I_{(u_i[nj][t] = l)} \mu_{lnl}[t] + \sum_{f: f \in F} I_{(u_f[nj][t] = l)} \mu_{fl}[t], \quad (11)
\]

where \( u_{nj}[t] \) is the number of shadow packets transmitted over link \((nj)\) in time slot \( t \); \( d_{nj}[t] \) is the destination that has the maximum weight on link \((nj)\); and \( \hat{\sigma}_{nj}[t] \) is the number of shadow packets generated by flow \( f \) at time \( t \). The number of shadow packets scheduled over the links at each time instant is determined by the back-pressure algorithm in equation (9).

From the above description, it should be clear that the shadow algorithm is the same as the traditional back-pressure algorithm, except that it operates on the shadow queueing system with an arrival rate slightly larger than the real external arrival rate of packets. Note the shadow queues do not involve any queueing data structure at each node; there are no packets to maintain in a FIFO order in each queue. The shadow queue is simply a counter which is incremented by \( 1 \) upon a shadow packet arrival and decremented by \( 1 \) upon a departure.

The back-pressure algorithm run on the shadow queues is used to activate the links. In other words, if \( \hat{\sigma}_{nj}[t] = 1 \) in (9), then link \((nj)\) is activated and packets are served from the real queue at the link in a first-in, first-out fashion. This is, of course, very different from the traditional back-pressure algorithm where a link is activated to serve packets to a particular destination. Thus, we have to develop a routing scheme that assigns packets arriving to a node to a particular next-hop neighbor so that the system remains stable. We design such an algorithm next.

### B. Adaptive Routing Algorithms

Now we discuss how a packet is routed once it arrives at a node. Let us define a variable \( _d nj[t] \) to be the number of shadow packets “transferred” from node \( n \) to node \( j \) for destination \( d \) during time slot \( t \) by the shadow queue algorithm. Let us denote by \( _d nj \) the expected value of \( _d nj[t] \), where the shadow queueing system is in a stationary regime; let \( ^{\text{'}}^d nj[t] \) denote an estimate of \( _d nj \), calculated at time \( t \). (In the simulations we use the exponential averaging, as specified in the next section.)

At each time slot, the following sequence of operations occurs at each node \( n \): A packet arriving at node \( n \) for destination \( d \) is inserted in the real queue \( qnj \) for next-hop neighbor \( j \) with probability 

\[
P_{nj}[t] = \frac{\hat{\sigma}_{nj}[t]}{\sum_{k: (nk) \in L} \hat{\sigma}_{nk}[t]}, \quad (12)
\]

Thus, the estimates \( ^{\text{'}}^d nj[t] \) are used to perform routing operations: in today’s routers, based on the destination of a packet, a packet is routed to its next hop based on routing table entries. Instead, here, the \( ^{\text{'}} \)’s are used to probabilistically choose the next hop for a packet. Packets waiting at link \((nj)\) are transmitted over the link when that link is scheduled (See Figure 1).
The first question that one must ask about the above algorithm is whether it is stable if the packet arrival rates from flows are within the capacity region of the multi-hop network. This is a difficult question, in general. Since the shadow queues are positive recurrent, “good” estimates \( \hat{\sigma}_{nj}[t] \) can be maintained by simple averaging (e.g. as specified in the next section), and therefore the probabilities in (12) will stay close to their “ideal” values

\[
\hat{p}^d_{nj} = \frac{\sigma^d_{nj}}{\sum_{k:(n,k) \in C} \sigma^d_{nk}}.
\]

The following theorem asserts that the real queues are stable if \( P_{dnj} \) are fixed at \( P_{dnj} \):

**Theorem 1:** Suppose, \( P_{dnj}[t] \geq P_{dnj} \). Assume that there exists a delta such that \( f_x f (1 + \_ + \_ ) \) lies in \( T \). Let \( \alpha_f[t] \) be the number of packets arriving from flow \( f \) at time slot \( t \); with \( E(\alpha_f[t]) = x_f \) and \( E(\alpha_f[t]) < 1 \). Assume that the arrival process is independent across time slots and flows (this assumption can be considerably relaxed). Then, the Markov chain, jointly describing the evolution of shadow queues and real FIFO queues (whose state include the destination of the real packet in each position of each FIFO queue), is positive recurrent.

Proof: The key ideas behind the proof are outlined. The details are similar to the proof in [5] and are omitted.

The average rate at which packets arrive to link \((nj)\) is strictly smaller than the capacity allocated to the link by the shadow process if \( \hat{\hat{u}} > 0 \). (This fact is verified in Appendix A.)

It follows that the fluid limit of the real-queue process is same as that of the networks in [3]. Such fluid limit is stable [3], which implies the stability of our process as well.

**VI. IMPLEMENTATION DETAILS**

The algorithm presented in the previous section ensures that the queue lengths are stable. In this section, we discuss a number of enhancements to the basic algorithm to improve performance.

**A. Exponential Averaging**

To compute \( \hat{\hat{\sigma}}_{nj}[t] \) we use the following iterative exponential averaging algorithm:

\[
\hat{\sigma}^d_{nj}[t] = (1 - \beta) \hat{\sigma}^d_{nj}[t-1] + \beta \hat{\sigma}^d_{nj}[t],
\]

where \( 0 < \_ < 1 \):

**B. Token Bucket Algorithm**

Computing the average shadow rate \( \hat{\hat{\sigma}}_{nj}[t] \) and generating random numbers for routing packets may impose a computational overhead of routers which should be avoided if possible. Thus, as an alternative, we suggest the following simple algorithm. At each node \( n \); for each next-hop neighbor \( j \) and each destination \( d \); maintain a token bucket \( r_{dnj} \). Consider the shadow traffic as a guidance of the real traffic, with tokens removed as shadow packets traverse the link. In detail, the token bucket is decremented by \( \_d nj[t] \) in each time slot, but cannot go below the lower bound \( 0 \):

\[
r_{nj}^d[t] = \max\{r_{nj}^d[t] - \sigma_{nj}^d[t], 0\}.
\]

When \( rd^d_{nj}[t-1] - \sigma_{nj}^d[t] < 0 \), we say that \( \sigma_{nj}^d[t] - r_{nj}^d[t-1] \) tokens (associated with bucket \( r_{dnj} \)) are “wasted” in slot \( t \). Upon a packet arrival at node \( n \) for destination \( d \); find the token bucket \( r_{dnj} \) which has the smallest number of tokens (the minimization is over next-hop neighbors \( j \)), breaking ties arbitrarily, add the packet to the corresponding real queue \( q_{nj} \) and add one token to the corresponding bucket:

\[
r_{nj}^d[t] = r_{nj}^d[t-1] + 1.
\]

To explain how this algorithm works, denote by \( \_d nj \) the average value of \( \_d nj[t] \) (in stationary regime), and by \( \_dn \) the average rate at which real packets for destination \( d \) arrive at node \( n \). Due to the fact that real traffic is injected by each source at the rate strictly less than the shadow traffic, we have

\[
\eta^d_in < \sum_j \sigma^d_{nj}.
\]

For a single-node network, (15) just means that arrival rate is less than available capacity. More generally, it is an assumption that needs to be proved. However, here our goal is to provide an intuition behind the token bucket algorithm, so we simply assume (15). Condition (15) guarantees that the token processes are stable (that is, roughly, they cannot runaway to infinity) since the total arrival rate to the token buckets at a node is less than the total service rate and the arrivals employ a join-the-shortest-queue
discipline. Moreover, since \( rdnj[t] \) are random processes, the token buckets will “hit 0” in a non-zero fraction of time slots, except in some degenerate cases; this in turn means that the arrival rate of packets at the token bucket must be less than the token generation rate:

\[
\eta_{nj} < \sigma_{nj}^{-1},
\]

where \( d \) \( n j \) is the actual rate at which packets arriving at \( n \) and destined for \( d \) are routed along link \((nj)\). Inequality (16) thus describes the idea of the algorithm.

Ideally, in addition to (16), we would like to have the ratios \( d \) \( n j = \) \( d \) \( nj \) to be equal across all \( j \), i.e., the real packet arrival rates at the outgoing links of a node should be proportional to the shadow service rates. It is not difficult to see that if \( " \) is very small, the proportion will be close to ideal. In general, the token-based algorithm does not guarantee that, that is why it is an approximation.

Also, to ensure implementation correctness, instead of (14), we use

\[
r_{nj}^{d}[t] = \min\{r_{nj}^{d}[t-1] + 1, B\},
\]

i.e., the value of \( rdnj_{-} [t] \) is not allowed to go above some relatively large value \( B \), which is a parameter of the order of \( O(1=\epsilon) \). Under “normal circumstances”, \( rdnj_{-} [t] \) “hitting” ceiling \( B \) is a rare event, occurring due to the process randomness. The main purpose of having the upper bound \( B \) is to detect serious anomalies when, for whatever reason, the condition (15) “breaks” for prolonged periods of time – such situation is detected when any \( rdnj_{-} [t] \) hits the upper bound \( B \) frequently.

C. Extra Link Activation

Under the shadow back-pressure algorithm, only links with back-pressure greater than or equal to \( M \) can be activated. The stability theory ensures that this is sufficient to render the real queues. On the other hand, the delay performance can still be unacceptable. Recall that the parameter \( M \) was introduced to discourage the use of unnecessarily long paths. However, under light and moderate traffic loads, the shadow back-pressure at a link may be frequently less than \( M \), and thus, packets at such links may have to wait a long time before they are processed. One way to remedy the situation is to activate additional links beyond those activated by the shadow back-pressure algorithm.

The basic idea is as follows: in each time slot, first run the shadow back-pressure algorithm. Then, add additional links to make the schedule maximal. If the extra activation procedure depends only on the state of shadow queues (but beyond that, can be random and/or arbitrarily complex), then the stability result of Theorem 1 still holds (with essentially same proof). Informally, the stability prevails, because the shadow algorithm alone provides sufficient average throughput on each link, and adding extra capacity “does not hurt”; thus, with such extra activation, a certain degree of “decoupling” between routing (totally controlled by shadow queues) and scheduling (also controlled by shadow queues, but not completely) is achieved.

For example, in the case of wireline networks, by the above arguments, all links can be activated all the time. The shadow routing algorithm ensures that the arrival rate at each link is less than its capacity. In this case the complete decoupling of routing and scheduling occurs.

In practice, activating extra links which have large queue backlogs leads to better performance than activating an arbitrary set of extra links. However, in this case, the extra activation procedure depends on the state of real queues which makes the issue of validity of an analog of Theorem 1 much more subtle. We believe that the argument in this subsection provides a good motivation for our algorithm, which is confirmed by simulations.

D. The Choice of the Parameter \( \epsilon \)

From basic queueing theory, we expect the delay at each link to be inversely proportional to the mean capacity minus the arrival rate at the link. In a wireless network, the capacity at a link is determined by the shadow scheduling algorithm. This capacity is guaranteed to be at least equal to the shadow arrival rate. The arrival rate of real packets is of course smaller. Thus, the difference between the link capacity and arrival rate could be proportional to epsilon. Thus, epsilon should be sufficiently large to ensure small delays while it should be sufficiently small to ensure that the capacity region is not diminished significantly. In our simulations, we found that choosing \( \epsilon = 0:1 \) provides a good tradeoff between delay and network throughput.

In the case of wireline networks, recall from the previous subsection that all links are activated. Therefore, the parameter epsilon plays no role here.

VII. EXTENSION TO THE NETWORK CODING CASE

In this section, we extend our approach to consider networks where network coding is used to improve throughput. We consider a simple form of network coding illustrated in Figure 2. When \( i \) and \( j \) each have a packet to send to the other through an intermediate relay \( n \), traditional transmission requires the following set of transmissions: send a packet from \( i \) to \( n \), then \( n \) to \( j \), followed by \( j \) to \( n \) and \( n \) to \( i \). Instead, using network coding, one can first send from \( i \) to \( n \), then \( j \) to \( n \), XOR the two packets and broadcast the XORed packet from \( n \) to both \( i \) and \( j \). This form of network coding reduces the number of transmissions from four to three. However, the
network coding can only improve throughput only if such coding opportunities are available in the network. Routing plays an important role in determining whether such opportunities exist. In this section, we design an algorithm to automatically find the right tradeoff between using possibly long routes to provide network coding opportunities and the delay incurred by using long routes.

**Fig. 2. Network coding opportunity**

### A. System Model

We still consider the wireless network represented by the graph $G = (N,L)$; Let $x_f$ be the rate (packets/slot) at which packets are generated by flow $f$. To facilitate network coding, each node must not only keep track of the destination of the packet, but also remember the node from which a packet was received. Let $_dlnj$ be the rate at which packets received from either node $l$ or flow $l$, destined for node $d$, are scheduled over link $(nj)$. Note that, for compactness of notation, we allow $l$ in the definition of $_dlnj$ to denote either a flow or a node. We assume $_dlnj$ is zero when such a transmission is not feasible, i.e., when $n$ is not the source node or $d$ is not the destination node of flow $l$, or if $(ln)$ or $(nj)$ is not in $L$. At node $n$; the network coding scheme may generate a coded packet by “XORing” two packets received from previous-hop nodes $l$ and $j$ destined for the destination nodes $d$ and $d_0$ respectively, and broadcast the coded packet to nodes $j$ and $l$: Let $_d;d_0njjl$ denote the rate at which coded packets can be transferred from node $n$ to nodes $j$ and $l$ destined for nodes $d$ and $d_0$; respectively. Notice that, due to symmetry, the following equality holds $_d;d_0njjl = _d_0;djnlj$. Assume _dlnj to be zero if at least one of $(nl)$; $(In)$; (nj) and (jn) doesn’t belong to $L$. Note that $_dlnj = 0$ when $d = l$ or $d = n$; and $_d;d_0njjl = 0$ when $d = n$ or $d_0 = n$.

There are two kinds of transmissions in our network model: point-to-point transmissions and broadcast transmissions. The total point-to-point rate at which packets received externally or from a previous-hop node are scheduled on link $(nj)$ and destined to $d$ is denoted by

$$
\mu_{n,j,pp}^d = \sum_{l \in F} \mu_{n,l,j}^d + \sum_{l \in N} \mu_{n,l,j},
$$

and the total broadcast rate at which packets scheduled on link $(nj)$ destined to $d$ is denoted by

$$
\mu_{n,j,broad}^d = \sum_{d'} \sum_{l \neq l} \mu_{n,l,d'}^d.
$$

The total point-to-point rate on link $(nj)$ is denoted by

$$
\mu_{n,j,pp} = \sum_d \mu_{n,j,pp}^d,
$$

and the total broadcast rate at which packets are broadcast from node $n$ to nodes $j$ and $l$ is denoted by

$$
\mu_{n,j,l} = \sum_{d'} \sum_d \mu_{n,j,l}^{d,d'}.
$$

Let $\mu$ be the set of rates including all point-to-point transmissions and broadcast transmissions, i.e.,

$$
\mu = \{\{\mu_{n,j,pp}\}(nj), \{\mu_{n,j,l}\}(njlj)\}.
$$

The multi-hop traffic should also satisfy the flow conservation constraints. Flow conservation constraints: For each node $n$; each neighbour $j$; and each destination $d$; we have

$$
\mu_{n,j,pp}^d + \mu_{n,j,broad}^d \leq \sum_k \mu_{n,k}^j + \sum_{d'} \sum_{k 

where the left-hand side denotes the total incoming traffic rate at link $nj$ destined to $d$; and the right-hand side denotes the total outgoing traffic rate from link $nj$ destined to $d$: For each node $n$ and each destination $d$; we have

$$
\sum_{f \in F} x_f I\{b(f) = n, e(f) = d\} \leq \sum_{f \in F} \sum_{j \in N} \mu_f^j.
$$

where $I$ denotes the indicator function.

### B. Links and Schedules

We allow broadcast transmission in our network model. In order to define a schedule, we first define two kinds of “links:” the point-to-point link and the broadcast link. A point-to-point link $(nj)$ is a link that supports point-to-point transmission, where $(nj) \in L$; A broadcast link $(njlj)$ is a “link” which contains links $(nl)$ and $(nj)$ and supports broadcast transmission. Let $B$ denote the set of all broadcast links, thus $(njlj) \in B$: Let $\mathcal{L}$ be the union of the set of the point-to-point links $L$ and the set of the broadcast links $B$; i.e., $\mathcal{L} = L \cup B$: We let $\mathcal{N}$ denote the set of the links that can be activated simultaneously. By abusing notation, $\mathcal{N}$ can be thought of as a set of vectors where each vector is a list of 1’s or 0’s where a 1 corresponds to an active link and a 0 corresponds to an inactive link. Then, the capacity region of the network for 1-hop traffic is the convex hull of all schedules, i.e., $\mathcal{C} = \mathcal{N}$. $\mathcal{N}$.

### C. Queue Structure and Shadow Queue Algorithm

Each node $n$ maintains a set of counters, which are called shadow queues, $pln;lj$ for each previous hop $l$ and each destination $d$; and $pnlj$ for external flows destined for $d$ at node $n$: Each node $n$ also maintains a real queue, denoted by $qlnj$: for each previous hop $l$ and each next-hop neighbor $j$; and $qlnj$ for external
flows with their next hop j. By solving the optimization problem with flow conservation constraints, we can work out the back-pressure algorithm for network coding case (see the brief description in Appendix B). More specifically, for each link \((nj) \in L\) in the network and for each destination \(d\); define the back-pressure at every slot to be

\[
\omega_{nj}^d[t] = \max_{l: (nj) \in L \text{ or } l = 0} \omega_{lnj}^d[t]
\]

where \(\omega_{lnj}^d[t] = \eta_{nj}^d[t] - p_{nj}^d[t] - M\),

and \(\eta_{nj}^d[t] = \arg_{l: (nj) \in L \text{ or } l = 0} \omega_{lnj}^d[t]\).

For each broadcast at node \(n\) to nodes \(j\) and \(l\) destined for \(d\) and \(d_0\); respectively, define the back-pressure at every slot to be

\[
\omega_{nl}^d[t] = \omega_{lnj}^d[t] + \omega_{nl}^{d_0}[t].
\]

(20)

The weights associated with each point-to-point link (\(nj\) \(\in L\)) and each broadcast link (\(nlj\)) are defined as follows

\[
\omega_{nj}^d[t] = \max_{d, d'} \{\omega_{nj}^d[t], \omega_{nj}^{d_0}[t]\},
\]

\[
\omega_{nl}^d[t] = \max_{d, d'} \{\omega_{nl}^d[t], \omega_{nl}^{d_0}[t]\},
\]

with \(d_{nj}^d[t] = \max_{d, d'} \{\omega_{nj}^d[t], \omega_{nj}^{d_0}[t]\}\).

(21)

The rate vector \(\tilde{\mu}^*[t]\) at each time slot is chosen to satisfy

\[
\tilde{\mu}^*[t] \in \arg \max_{\mu \in \mathcal{U}} \left\{ \sum_{(nj) \in L} \tilde{\mu}_{nj,pp} \omega_{nj}^d[t] + \sum_{(nl) \in \mathcal{B}} \tilde{\mu}_{nl,pp} \omega_{nl}^d[t] \right\}.
\]

By running the shadow queue algorithm in network coding case, we get a set of activated links in \(-L\) at each slot. Next we describe the evolution of the shadow queue lengths in the network. Notice that the shadow queues at each node \(n\) are distinguished by their previous hop \(l\) and their destination \(d\); so plnd only accepts the packets from previous hop \(l\) with destination \(d\): The similar rule should be followed when packets are drained from the shadow queue plnd: We assume the departures occur before arrivals at each slot, and the evolution of queues is given by

\[
p_{lnj}^d[t+1] = |p_{lnj}^d[t]| - \sum_{l: (nl) \in L} \tilde{\mu}_{nl,pp} \omega_{nl}^d[t] + \sum_{d' \in \mathcal{D}} \sum_{j: (ln) \in L} \tilde{\mu}_{lnj}^d[t] I(d, d') = (d, d') \tilde{z}_{nj}^d[t] + \sum_{l: (nl) \in L} \tilde{\mu}_{nl}^d[t] I(d, d') = (d, d') \tilde{z}_{lnj}^d[t] + \sum_{k: (nk) \in L} \tilde{\mu}_{nk}^{d_0}[t] I(d, d') = (d, d') \tilde{z}_{lnk}^{d_0}[t] + \sum_{j: (lj) \in L} \tilde{\mu}_{lj}^{d_0}[t] I(d, d') = (d, d') \tilde{z}_{lj}^{d_0}[t],
\]

where \(\tilde{z}_{lnj}^d[t]\) is the actual number of shadow packets scheduled over link (ln) and destined for \(d\) from the shadow queue plnd at slot \(t\); \(\tilde{z}_{lnk}^{d_0}[t]\) is the actual number of coded shadow packets transferred from node \(l\) to nodes \(n\) and \(k\) destined for nodes \(d\) and \(d_0\) at slot \(t\); and \(\tilde{z}_{lj}^{d_0}[t]\) denotes the actual number of shadow packets from external flow \(f\) received at node \(n\) destined for \(d\).

D. Implementation Details

The implementation details of the joint adaptive routing and coding algorithm are similar to the case with adaptive routing only, but the notation is more cumbersome. We briefly describe it here.

1) Probabilistic Splitting Algorithm: The probabilistic splitting algorithm chooses the next hop of the packet based on the probabilistic routing table. Let \(P_{dlnj}[t]\) be the probability of choosing node \(j\) as the next hop once a packet destined for \(d\) arrives at node \(n\) from previous hop \(l\) or from external flows, i.e., \(l = 0\) at slot \(t\): Assume that \(P_{dlnj}[t] = 0\) if (\(nj\) \(\not\in L\)); Obviously, \(P_{j2n}P_{dlnj}[t] = 1\): Let \(\lambda_{dlnj}[t]\) denote the number of potential shadow packets “transferred” from node \(n\) to node \(j\) destined for \(d\) whose previous hop is \(l\) during time slot \(t\): Notice that the packet comes from an external flow if \(l = 0\): Also notice that \(\lambda_{dlnj}[t]\) is contributed by shadow traffic point-to-point transmission as well as shadow traffic broadcast transmission, i.e.,

\[
\lambda_{dlnj}[t] = \sum_{(nl) \in L} \mu_{nl,pp}[t] I(d, d') = (d, d') \tilde{z}_{lnj}^d[t] + \sum_{d' \in \mathcal{D}} \sum_{l: (nl) \in L} \mu_{nl}^d[t] I(d, d') = (d, d') \tilde{z}_{lnj}^d[t],
\]

(22)

We keep track of the the average value of \(\lambda_{dlnj}[t]\) across time by using the following updating process:

\[
\lambda_{dlnj}^d[t] = (1 - \beta) \lambda_{dlnj}^d[t - 1] + \beta \lambda_{dlnj}^d[t],
\]

(24)

2) Token Bucket Algorithm: At each node \(n\) for each previous-hop neighbor \(l\); next-hop neighbor \(j\) and each estimation \(d\); we maintain a token bucket \(r_{lnj}^d[t]\): At each time slot \(t\); the token bucket is decremented by \(\lambda_{dlnj}[t]\): but cannot go below the lower bound \(0\):

\[
r_{lnj}^d[t] = \max\{r_{lnj}^d[t - 1] - \lambda_{dlnj}^d[t], 0\}.
\]

When \(r_{lnj}^d[t] < 0\), we say \(\sigma_{lnj}^d[t] = r_{lnj}^d[t - 1]\): tokens (associated with bucket \(d\) lnj) are “wasted” in slot \(t\): Upon a packet arrival from previous hop \(l\) at node \(n\) for destination \(d\) at slot \(t\); we find the token bucket \(r_{lnj}^d[t]\) which has the smallest number of tokens (the minimization is over next-hop neighbors \(j\), breaking ties arbitrarily, add the packet.
to the corresponding real queue $q_{lnj}$; and add one token from the corresponding bucket:

$$r_{lnj}^d[t] = r_{lnj}^d[t] + 1.$$  

### E. Extra link Activation

Like the case without network coding, extra link activation can reduce delays significantly. As in the case without network coding, we add additional links to the schedule based on the queue lengths at each link. For extra link activation purposes, we only consider point-to-point links and not broadcast. Thus, we schedule additional point-to-point links by giving priority to those links with larger queue backlogs.

### VIII. SIMULATIONS

We consider two types of networks in our simulations: wireline and wireless. Next, we describe the topologies and simulation parameters used in our simulations, and then present our simulation results.

#### A. Simulation Settings

1) **Wireline Setting:** The network shown in Figure 3 has 31 nodes and represents the GMPLS network topology of North America [1]. Each link is assumed to be able to transmit 1 packet in each slot. We assume that the arrival process is a Poisson process with parameter $\lambda$; and we consider the arrivals come within a slot are considered for service at the beginning of the next slot. Once a packet arrives from an external flow at a node $n$, the destination is decided by probability mass function $^\wedge P_{nd}$; $d = 1; 2; \ldots; N$; where $^\wedge P_{nd}$ is the probability that a packet is received externally at node $n$ destined for $d$. Obviously, $P_{d:d6=n}^\wedge P_{nd} = 1$; and $^\wedge P_{nn} = 0$: The probability $^\wedge P_{nd}$ is calculated by

$$^\wedge P_{nd} = \frac{J_d + J_n}{\sum_{k:k\neq n}(J_k + J_n)},$$

where $J_n$ denotes the number of neighbors of node $n$. Thus, we use $^\wedge P_{nd}$ to split the incoming traffic to each estimation based on the degrees of the source and the destination.

2) **Wireless Setting:** We generated a random network with 30 nodes which resulted in the topology in Figure 4. We used the following procedure to generate the random network: 30 nodes are placed uniformly at random in a unit square; then starting with a zero transmission range, the transmission range was increased till the network was connected. We assume that each link can transmit one packet per time slot. We assume a 2-hop interference model in our simulations. By a k-hop interference model, we mean a wireless network where a link activation silences all other links which are k hops from the activated link. The packet arrival processes are generated using the same method as in the wireline case. We simulate two cases given the network topology: the no coding case and the network coding case. In both wireline and wireless simulations, we chose $\lambda$ in (13) to be 0.02.

#### B. Simulation Results

1) **Wireline Networks:** First, we compare the performance of three algorithms: the traditional back-pressure algorithm, the basic shadow queue routing/scheduling algorithm without the extra link activation enhancement and PARN. Without extra link activation, to ensure that the real arrival rate at each link is less than the link capacity provided by the shadow algorithm, we choose $\lambda$ = 0.02: Figure 5 shows delay as a function of the arrival rate lambda for the three algorithms. As can be seen from the figure, simply using a value of $M > 0$ does not help to reduce delays without extra link activation. The reason is that, while $M > 0$ encourages the use of shortest paths, links with back-pressure less than $M$ will not be scheduled and thus can contribute to additional delays.

Next, we study the impact of $M$ on the performance on PARN.
Figure 6 shows the delay performance for various M with extra link activation in the wireline network. The delays or different values of M (except M = 0) are almost the same in the light traffic region. Once M is sufficiently larger than zero, extra link activation seems to play a bigger role, than the choice of the value of M; in reducing the average delays. The wireline simulations show the usefulness of the PARN algorithm for adaptive routing. However, a wireline network does not capture the scheduling aspects inherent to wireless networks, which is studied next.

In Figures 8 and 9, we show the corresponding results for the case where both adaptive routing and network coding are used. Comparing Figures 7 and 8, we see that, when used in conjunction with adaptive routing, network coding can increase the capacity region. We make the following observation regarding the case M = 0 in Figure 9: in this case, no attempt is made to optimize routing in the network. As a result, the delay performance is very bad compared to the cases with M > 0 (Figure 8). In other words, network coding alone does not increase capacity sufficiently to overcome the effects of back-pressure routing. On the other hand, PARN with M > 0 harnesses the power of network coding by selecting routes appropriately.

Next, we make the following observation about network coding. Comparing Figures 8 and 9, we noticed that at moderate to high loads (but when the load is within the capacity region of the no coding case), network coding increases delays slightly. We believe that this is due to fact that packets are stored in multiple queues under network coding at each node: for each next-hop neighbour, a queue for each previous-hop neighbour must be maintained. This seems to result in slower convergence of the routing table. Finally, we study the performance of the probabilistic splitting algorithm versus the token bucket algorithm. In our simulations, the token bucket algorithm runs significantly faster, by a factor of 2: The reason is that many more calculations are needed for the probabilistic splitting algorithm as compared to the token bucket algorithm. This may have some implications for practice. So, in Figure 10, we compare the delay performance of the two algorithms. As can be seen from the figure, the token bucket and probabilistic splitting algorithms result in similar performance. Therefore, in practice, the token bucket algorithm may be preferable.
IX. CONCLUSION

The back-pressure algorithm, while being throughputoptimal, is not useful in practice for adaptive routing since the delay performance can be really bad. In this paper, we have presented an algorithm that routes packets on shortest hops when possible, and decouples routing and scheduling using a probabilistic splitting algorithm built on the concept of shadow queues introduced in [6], [7]. By maintaining a probabilistic routing table that changes slowly over time, real packets do not have to explore long paths to improve throughput, this functionality is performed by the shadow “packets.” Our algorithm also allows extra link activation to reduce delays. The algorithm has also been shown to reduce the queuing complexity at each node and can be extended to optimally trade off between routing and network coding.
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