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ABSTRACT
This paper describes the design of a 17 bit 4 stage pipelined Reduced Instruction Set Computer (RISC) processor using Verilog HDL in Xilinx. The processor implements the Harvard memory architecture, so the instruction and data memory spaces are both physically and logically separate. There is 5 bit opcode with totally 23 set of instructions. The CPU designed by using the pipelining and it will increase speed of processor with CPI=1. The pipeline stages such as fetch, decode, execute and store are used. The RISC processor architecture presented in this paper is designed by using Registers, arithmetic and logical unit, Memory with pipeline techniques. Memory access is done only by using Load and Store instructions.

Keywords: RISC features, Pipelining, ALU, Memory, Load and Store

I. INTRODUCTION
The Processor is a programmable device that takes in numbers, performs on them arithmetic or logical operations according to the program stored in memory and then produces other numbers as a Result. Processor is also an electronic circuit that functions as the central processing unit (CPU) of a computer, providing computational control.

Computers are common and important tools for everyday activities. With the simple design technology and the decreasing cost of the integrated circuit, RISC processor is increasing widely used in every field. The simple design provides higher performance, cost-effective, compatible systems. Some typical applications include: data processing, scientific and engineering applications and real-time control. In the present work, the design of a 4-bit data width Reduced Instruction Set Computer (RISC) processor is presented. It has a complete instruction set, program and data memories, general purpose registers and a simple Arithmetical Logical Unit (ALU) for basic operations.

At earlier days the RISC processor design is over using pipeline concept in embedded system field. But the FPGA having less average complexity and cost compared to the ASIC. Therefore in recent days research on the RISC processor design in VLSI is done.

Verilog HDL has evolved as a standard hardware description language. A hardware descriptive language is a language used to describe a digital system. It means that by using HDL one can describe any hardware at any level. HDL’s allows the design to be simulated earlier in the design cycle in order to correct errors or experiment with different architectures. Designs described in HDL are technology-independent, easy to design and debug, and are usually more readable than schematics, particularly for large circuits. Verilog is capable of describing simple behaviour. Machine cycle instructions allow the processor to handle several instructions at the same time. The processor can work at a high clock frequency and thus yields higher speed. This paper is about design of a simple RISC processor and synthesizing it. The RISC architecture follows single-cycle instruction execution.

II. RISC PROCESSOR ARCHITECTURE
RISC architecture has been developed as a result of the 801 project which started in 1975 at the IBM T.J.Watson Research Center and was completed by the early 1980s. This project was not widely known to the world outside of IBM and two other projects with similar objectives started in the early 1980s at the University of California Berkeley and Stanford University. The term RISC used for the Berkeley research project.

1. RISC features
The RISC Processor works on (features are) reduced number of Instructions, Simple operations, only load and store operations access memory and Rest of the operations on a register-to-register basis, Pipelined, Simple uniform instructions, fixed instruction length, No microcode, Many identical general purpose registers, load-store architecture and simplified addressing modes which makes individual instructions execute faster, achieve a net gain in
performance and an overall simpler design. RISC architecture starts with a small set of most frequently used instructions which determine the pipeline structure of the machine enabling fast execution of those instructions in one cycle. Pipelining, a standard feature, is an implementation technique used to improve both CPI (Cycle per Instruction) and overall system performance. Basically the instructions are handled in parts: Instruction fetch: get instruction from memory and increment PC. Instruction decode: translate opcode into control signals and read registers. Instruction execute: perform ALU operation. Store result: update register file. The block diagram of a RISC CPU is shown in Figure 1 which have four stage of pipelining, memory, Register.

2. RISC & CISC comparison

Processors have traditionally been designed around two Philosophies: Complex Instruction Set Computer (CISC) and Reduced Instruction Set Computer (RISC).

The CISC concept is an approach to the Instruction Set Architecture (ISA) design that have wide variety of Addressing modes, the Instructions are of widely varying lengths and execution times thus demanding a very complex Control Unit, which tends to large chip area. On the other hand, the RISC Processor works on reduced number of Instructions, fixed Instruction length, more general-purpose registers, load-store architecture and simplified Addressing modes which makes individual instructions execute faster, achieve a net gain in performance and an overall simpler design with less silicon consumption as compared to CISC. The difference between these two RISC and CISC architecture is shown in Figure 2.

3. Overall Operation

Instruction is fetched from physical memory, RAM. Program counter (PC) is used to fetch the address of the instruction. This register is visible to Control unit of CPU but not visible to programmer. The instruction is copied to Instruction Register from memory. If the instruction is ADD is considered, the addition operation is performed on corresponding registers. This is performed by the unit ALU. For RISC machine, memory access occurs for the load and store instructions. For the other instructions no operation is performed by ALU. Here data memory is accessed. The result of the operation being performed by ALU is written to appropriate register in the register file.

4. Pipelining

Pipelining, a standard feature, is an implementation technique used to improve both CPI (Cycle per Instruction) and overall system performance. Pipelining allows a processor to work on different steps of the instruction at the same time, thus more instruction can be executed in a shorter period of time. The sole purpose of many of those features is to support an efficient execution of RISC pipeline. It is clear that without pipelining the goal of CPI = 1 is not possible.

Clocks per instruction (CPI):

CPI is an effective average. It is averaged over all of the instruction executions in a program. CPI is affected by instruction-level parallelism and by instruction complexity. Without instruction-level parallelism, simple instructions usually take 4 or more cycles to execute. Instructions that execute loops take at least one clock per loop iteration. Pipelining (overlapping execution of instructions) can bring the average for simple instructions down to near 1 clock per instruction. This designed architecture will tend towards CPI=1.
The Figure 3 shows how instructions are executed using the pipelining technique. In this paper four stage of pipeline techniques are used such as Fetch, Decode, Execute, and Store result.

**Instruction Fetch Stage (IF):**
In this stage, the content of the Program Counter is used to access memory and fetch the next instruction to be executed.

**Instruction Decode Stage (ID):**
During this stage, the instruction is decoded and the required operands are retrieved from the general purpose registers (GPRs).

**Execute Stage (EX):**
Any calculations are performed during this stage. This includes effective address calculation for Load or Store instructions. The next Program Counter value is also calculated during this stage of the pipeline so that branches, where applicable, can be executed.

**Store result (ST):**
During this stage, the results of the calculation from the Execute stage, or the memory load from the Memory Access stage, are updated into the general purpose registers.

5. **Register File**
The register file consists of general purpose registers of 8-bits capacity. These register files are utilized during the execution of arithmetic and data-centric instructions. It is fully visible to the programmer. The load instruction is used to load the values into the registers and store instruction is used to retrieve the values back to the memory to obtain the processed outputs back from the processor. The Link register is used to hold the addresses of the corresponding memory locations.

**Program Counter:**
The program counter (PC) contains the address of the instruction that will be fetched from the Instruction memory during the next clock cycle. Normally, the PC is incremented by one during each clock cycle unless a branch instruction is executed. When a branch instruction is encountered, the PC is incremented by the amount indicated by the branch offset. The proposed design in this paper consists of 8 bit program counter which are incremented for every clock cycles.

**The Status Register**
The status register is an 8-bit register. Primarily it is updated, however, as a side effect of the execution of ALU operations. If, for example, an arithmetic/logic instruction produces a result of 0, then the zero flag (the second bit in the status register) is set. An arithmetic overflow in an ADD instruction causes the carry bit to be set, and so on. The proposed design consists of 8 bit status register which stores the carry bit which is generated by execution unit operations’.

6. **Arithmetic Logic Unit**
The ALU performs arithmetic and logical operations on data. The data is taken from two GPRs and is moved to the ALU. The result is stored in a GPR. The ALU has the 8-bit inputs A, B and the output C. The ALU takes two operands from the A and B registers. The result register C is used to hold the ALU output. The ALU has the capability to perform many operations. After every ALU instruction, the output register is updated.

7. **Separate Data Memory and Instruction Memory access paths**
Different stages of the pipeline perform simultaneous accesses to memory. This Harvard style of architecture can either be used with two completely different memory spaces.

**Program Memory** is implemented as a ROM. Its content can be preloaded from the file (containing instructions encoded in hexadecimal form). In this paper program memory consists of 23 set of instructions which is accessed by CPU during operation.

**Data Memory** is implemented as RAM. Memory model pre-loads initial data from the Reg file and dumps its content into file after the simulation is finished.

8. **Design of the ROM**
The CPU has a built in ROM which enables us to program simple code and execute it. The List of signals in the ROM is: 1. Address: address sent by the control unit. 2. Data out: the data that is contained the given address. 3. Clk: the main clock signal. 6. Reset: the initial reset signal. ROM consists of 23 set of instructions.

9. **Instruction set and instruction formats**
The various instructions performed by the processor such as: Arithmetic, Logical, data processing, data movement, branch, shift.

**Branch instructions:**
Branch instructions are used to break the sequence of instructions. A branch instruction requires two pieces of information that the processor must determine before executing the instruction, whether the branch is to be taken and the branch target address. The one basic types of branches in a this processor are conditional (such as decisions). In this designed CPU five types of branch instructions are taken for process.

**Load/Store machine instructions:**
If the instruction is a load, then read from memory using the effective address computed in the previous cycle. If it is a store, then the data from the second register read from the register file is written into memory using the effective address.

**RISC Processor Instruction formats:** Register.
Addressing modes are aspects of the instruction set architecture in most central processing unit (CPU) designs. The different addressing modes in an instruction set architecture define how machine language instructions in that architecture identify the operand (or operands) of each instruction. The addressing mode used in proposed method is: Register addressing mode. 17 bit address with opcode of 5bit and three operands each of 4 bit. The data width, status register, program counter are of 8 bit. 23 instructions are used in this processor and taken in ROM memory of this processor.
The instruction format is of register type and is shown in Figure4. Instruction of 17 bit with opcode 5bit and three operands of each 4 bit.

![Figure 4: instruction format for single RISC processor](image)

The opcode and corresponding operation is shown in Figure5. The opcode of 5 bit starts from 00000 to 10110 is considered in this design.

<table>
<thead>
<tr>
<th>OPCODE</th>
<th>OPERATION</th>
</tr>
</thead>
<tbody>
<tr>
<td>0000</td>
<td>ADD</td>
</tr>
<tr>
<td>0001</td>
<td>SUB</td>
</tr>
<tr>
<td>0010</td>
<td>MUL</td>
</tr>
<tr>
<td>0011</td>
<td>DIV</td>
</tr>
<tr>
<td>0100</td>
<td>INC</td>
</tr>
<tr>
<td>0101</td>
<td>DEC</td>
</tr>
<tr>
<td>0110</td>
<td>SL</td>
</tr>
<tr>
<td>0111</td>
<td>SW</td>
</tr>
<tr>
<td>0200</td>
<td>SRC</td>
</tr>
<tr>
<td>0201</td>
<td>SRCV</td>
</tr>
<tr>
<td>0210</td>
<td>OR</td>
</tr>
<tr>
<td>0211</td>
<td>AND</td>
</tr>
<tr>
<td>0300</td>
<td>XOR</td>
</tr>
<tr>
<td>0301</td>
<td>NOT</td>
</tr>
<tr>
<td>0310</td>
<td>SH</td>
</tr>
<tr>
<td>0311</td>
<td>MOV</td>
</tr>
<tr>
<td>1000</td>
<td>LD</td>
</tr>
<tr>
<td>1001</td>
<td>ST</td>
</tr>
<tr>
<td>1010</td>
<td>BRZ</td>
</tr>
<tr>
<td>1011</td>
<td>BRNZ</td>
</tr>
<tr>
<td>1100</td>
<td>BRH</td>
</tr>
<tr>
<td>1101</td>
<td>BRM</td>
</tr>
<tr>
<td>1110</td>
<td>GOTO</td>
</tr>
</tbody>
</table>

![Figure 5: Instruction set of Processor](image)

The power analysis for the proposed CPU architecture design is done by using XPored analyzer. The clock frequency is taken as 100MHZ. The Figure6 shows the some specification for power analysis.

**III. SIMULATION RESULTS**

The single RISC processor or CPU is simulated by using pipeline concept and Xilinx ISE and Modelsim simulator is used to get results. The Verilog HDL is used for designing the CPU. The technology schematic for single RISC processor obtained in Xilinx is shown in Figure7. The RTL schematic for single RISC processor obtained in Xilinx is shown in Figure8.

![Figure 6: specification for power analyzer](image)

![Figure 7: Technological schematic of single RISC processor](image)

![Figure 8: RTL schematic of single RISC processor](image)
The simulation waveform for Single CPU is obtained by using Modelsim is shown in Figure9. Here there is a five input such as clock (1bit), reset (1bit), input1 (8 bit), input2 (8 bit), ram data (8 bit). The data read from ram by using load instruction. The output are op (8 bit), ram write (8 bit).

Fig9: Simulation waveform for single RISC processor

The design summary shows how much used from total amount and it shown in terms of numbers. Utilization of different parts in terms of percentage is shown in Figure10.

Fig10: Design summary of CPU

The Figure11 shows the power analysis report for proposed architecture of CPU and it can be getting by using XPower analyzer in Xilinx. It shows how much power each part in our design will be going to use.

Fig11: Results obtained during power analysis power analysis

IV. ADVANTAGES & DISADVANTAGES

Advantages of the processor are following: It is used were simple operations are required for processing data; complex operations like floating point addition etc. are not performed.

V. CONCLUSION

17 bit address RISC Processor core has been design and simulated in Xilinx ise13.1. The design has been achieved using Verilog and simulated with Modelsim simulator. Most of the goals were achieved and simulation shows that the processor is working perfectly, Future work will be added by increasing the number of instructions and make a pipelined design with less clock cycles per instruction and more improvement can be added in the future work.
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