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Abstract 
Rapidly increasing internet users and 

rapidly demanding multimedia search are 

increasing traffic continuously.The most of the 

traffic in the internet is for making search of 

multimedia content over internet. In this paper we 

provide issues existingin searching images from 

internet additionally here we provide the most 

frequently used algorithms in the domain of 

content search. Here we provide the problem 

statement which is based on content based image 

search and time sensitivity analysis of content over 

internet and the optimum solution proposed, 

additionally this paper contains the 

implementation of the proposed methods and 

obtained results are included in this paper, after 

evaluating the performance of the system we 

found that our proposed system is efficient and 

less time and memory resource consumer during 

search. 

 

Keywords—search, multimedia, image, accuracy, 

implementation. 

 

I. INTRODUCTION 
Internet is a large source of information and 

knowledge where data is available to search and 

consumed by each and every user freely, but now in 

these due to smart devices and applications a large 

number of internet users are increased considerably. 

And most of the new user of internet are searching 

for images, video or songs online, these kind of 

search increases traffic over network. 

In this proposed study we have focus on the 

image search, in the web domain for image search 

most of the search enginesconsume content based 

search algorithms and for increasing the accuracy of 

the search results these engines consumes the 

relevance feedback model or the image re-ranking, in 

both the methods the listed results are changed 

according to the user feedback and according to the 

user selected data content.Thesemethods promises to 

improve the search results listing. 

An Image Retrieval System is a computer 

system for browsing, searching and retrieving images 

from a large database of digital images. Most 

traditional and common methods of image retrieval 

utilize some method of adding meta data such as 

captioning, keywords, or descriptions to the images 

so that retrieval can be performed over the annotation 

words. Manual image annotation is time-consuming, 

laborious and expensive; to address this, there has 

been a large amount of research done on automatic  

 

image annotation. Additionally, the increase in social 

web applications and  the semantic webhave inspired 

the development of several web-based image 

annotation tools. 

In this section of paper we provide the 

general overview of our proposed work , the next 

section of the paper includes the background and 

existing systems, these system provides guidelines 

for identification of problem and solution in the study 

domain. 

II. BACKGROUND 
During search of image and video content, 

Search engines use the surrounding text near the 

image for describing the content of an image and rely 

on text retrieval techniques for searching particular 

images. When the surrounding words are ambiguous 

or even irrelevant to the image; search results using 

this method usually contain many irrelevant images. 

The retrieval of images will be ineffective when 

different languages are used in the description of the 

images if this image collection is to be shared 

globally around the world. It is difficult to map 

semantically equivalent words across different 

languages. 

Content-based image retrieval (CBIR) came 

into being to solve the problems inherited by text 

based image retrieval. Under this technique, various 

low-level visual features are automatically extracted 

from each image in the database and image retrieval 

is formulated as searching for the best match to the 

features that are extracted from the query image.  

In general, the bottleneck to the efficiency of CBIR is 

the semantic gap between the high level image 

understandings of the users and the low level image 

features stored in the database for indexing and 

querying. In other words, there is a difference 

between what image features can distinguish and 

what people observes from the image. In order to 

understand the information of the color image and 

enhance accuracy of CBIR, research focus has been 

shifted from designing sophisticated low-level feature 

extraction algorithms to reducing the ―semantic gap‖ 

between the visual features and the richness of 

human semantics.  

During retrieving images in CBIR system, 

users feed the retrieval system example image, which 

are internally transformed into feature vectors and 

matched against those in the feature vector database. 

Although, the extracted visual features are natural 

and objective, there is a significant gap between the 

high-level concepts and the low-level features.  
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Traditional CBIR system only depends on extraction 

and comparing of primitive features has no 

understanding of the image’s semantic contents and 

cannot meet the users needs due to the ―semantic gap‖ 

between low-level features and the richness of human 

semantics. How to bridge the semantic gap is 

currently a major research problem in CBIR.  

Recent research has suggested different approaches 

to bridging the semantic gap. This survey shows 

these approaches. The mainly approaches can be 

categorized into:  

1. Relevance feedback (RF), which needs the user 

to interact with the system for feedback after the 

initial retrieval. 

2. Automatic Image Annotation. 

 

Relevance Feedback (RF)  

RF is an on-line processing which reduces 

the gap between the high level semantic concepts and 

the low-level image features. It refers to the feedback 

from a user on specific images result regarding their 

relevance to a target image, the refined query is re-

evaluated in each iteration. Basically, the image 

retrieval process with relevance feedback is 

comprised of four steps: 

1. Showing a number of retrieved images to the 

user. 

2. User indication of relevant and non-relevant 

images 

3. Learning the user needs by taking into account 

his/her feedbacks 

4. Selecting a new set of images to be shown.  

5. This procedure is repeated until a satisfactory 

result is reached.  

 

Automatic Image Annotation  

Manual image annotation is a time 

consuming task and as such it is particularly difficult 

to be performed on large volumes of content. There 

are many image annotation tools available but human 

input is still needed to supervise the process. So, 

there should be a way to minimize the human input 

by making the annotation process fully automatic. In 

Automatic image annotation images are 

automatically classified into a set of pre-defined 

categories. Low-level features of the training images 

are extracted. Then, classifiers are constructed with 

low-level features to give the class decision. Lastly, 

the trained classifiers are used to classify new 

instances and annotate un-labeled images 

automatically. Automatic image annotation plays an 

important role in bridging the semantic gap between 

low-level features and high-level semantic contents 

in image access. Many methods have been proposed 

for automatic image annotation, which can be 

roughly categorized into two groups: 

1. Keywords-based Methods: Arbitrarily chosen 

keywords from controlled vocabularies, i.e. 

restricted vocabularies defined in advance, are 

used to describe the images.  

2. Ontology-based Methods: Ontology is a way of 

describing concepts and their relationships into 

hierarchical categories. This is similar to 

classification by keywords, but the fact that the 

keywords belong to a hierarchy enriches the 

annotations.  

The color histogram has many difficulties. It 

is sensitive to noise interferences such as illumination 

changes and quantization errors. It is not suitable for 

rotation and translation. It will nearly discard all the 

information about location, shape and texture.  

 So global color histogram may not be used. The 

problem of spatial relationship and variations of 

conventions color histograms should also be 

resolved. 

 The Gabor filter used for texture feature 

extraction cannot assign weights to features 

based on image content. 

 Feature extraction in compressed has not be 

proved efficient due to lack of relevance 

feedback. 

 When the image retrieval is done based on 

content and image comparison the binary 

signature scheme does not transfer the whole 

image but uses the already existing sub images. 

The technique used for the whole image 

transformation is time consuming. 

 Wavelet is only good at isolating the 

discontinuities at object edges. But it cannot 

detect along the edges. It can only capture 

limited directional information. 

 Contour let transform has a drawback of 4/3 

redundancy in its over sampling ratio. Although 

it has been used to overcome the limitations of 

Gabor filters. 

 Ridge let based contour let transform is not 

efficient as it uses complex ridge let transform. 

In this section of the paper we include the 

methods and techniques that are frequently used in 

the domain of image web search. In the next section 

of the papers we provide the description of identified 

problem and the relevance solution.  

 

III. SYSTEM DESIGN 
To make an adaptable method for image 

extraction from a large data base, and in addition to 

provide improvement over existing model there are 

various methods and algorithms working to get an 

improved method. 

In this proposed work our main aim is to 

identify the user required image with introducing the 

manual effort of the user or additional feedback, in 

addition to that filter such images that are frequently 

searched over a specific time in other words the time 

sensitive images. These time sensitivity  provides a 

large number of results in a particular time and after 
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that they are disappeared from web. For that purpose 

we propose a hybrid image search engine which is 

working on concept of the following. 

1.  Search image using image to image comparison 

2.  Search image using text and keywords 

3.  Implementation of hybrid matches graph system 

to evaluate the image data from text and images 

too. 

4.  Apply the time sensitivity filter to remove the 

time sensitive images. 

The complete system is designed in two 

major modules where first is training the model and 

the second is testing phase where the trained model is 

used to provide the search results. In training phase 

we extract feature vectors form the supplied image 

and then apply tags for better differentiation of 

objects placed in images. On the other hand in testing 

phase the supplied user query is processed using text 

processor and image processor to extract actual 

image contents which is required by the system user.  

 

IV. TRAINING PHASE 
Training phase of the proposed system is 

given using the below given fig and algorithm steps. 

 
Fig shows the Training of system 

 

Input: user image, text 

Output: low level feature vectors  

Process Image 

{ 

Read input image form supplied path (image path); 

Return buffered image; 

Plot the text using selected area in buffered image; 

LBP feature vector (); 

Color movement feature extraction (); 

Gabor wavelet feature extraction (); 

Edge detection of the image ();   

Store to database (); 

} 

Now required to provide the intermediate algorithm 

that produces the results that are executed in 

sequence 

 

V. TESTING PHASE 
This phase contains the image search 

algorithm for finding the actual contents using the 

text query or the query by image over stored 

database. 

 
Fig shows the testing phase of system 

 

The main process and execution is taken 

place here, user can make query by image for image 

search and/or for searching image user also make 

query by the text, for that purpose we process the 

system according to the above given diagram, the 

explanation of the processing step can be given as the 

below given pseudo code. 

Input: query image/ text 

Output: list image 

Search image (image, text) 

{ 

if (image!=null) 

{ 

Extract image low level features; 

apply annotation feature matching schemes for search 

relevant content; 

apply hybrid graph algorithm for image list; 

} 

else 

{ 

search keyword using Query; 

list all image and tags related to keyword; 

apply hybrid match algorithm for content image; 

} 

filter list from image time sensitive filter; 

} 

first required to evaluate which kind of query is 

introduces by the user, that is differentiate first in 

addition to this if query made by the image the image 

annotation concept is used for evaluation here we 

start to  find the different evaluation model of image 

annotation. 

 

VI. ALGORITHM USED FOR FEATURE 

EXTRACTION 
In this section of the paper contains the 

algorithms and steps that are help to implement the 

complete system using code. 
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Local binary pattern: 

The summarized steps used to evaluate the 

features are given below, The LBP feature vector, in 

its simplest form, is created in the following manner: 

 Divide the examined window to cells (e.g. 16x16 

pixels for each cell). 

 For each pixel in a cell, compare the pixel to 

each of its 8 neighbors (on its left-top, left-

middle, left-bottom, right-top, etc.). Follow the 

pixels along a circle, i.e. clockwise or counter-

clockwise. 

 Where the center pixel's value is greater than the 

neighbor, write "1". Otherwise, write "0". This 

gives an 8-digit binary number (which is usually 

converted to decimal for convenience). 

  Compute the histogram, over the cell, of the 

frequency of each "number" occurring (i.e., each 

combination of which pixels are smaller and 

which are greater than the center). 

  Optionally normalize the histogram. 

  Concatenate normalized histograms of all 

cells. This gives the feature vector for the 

window. 

 

Colour movement: 

Colour mean of colour is defined by the 

below given formula 

𝐸 𝑥 = 𝑥𝑖𝑝𝑖

𝑛

𝑖=1

 

𝐸 𝑥 =  𝑥𝑓 𝑥 𝑑𝑥

∞

−∞

 

the skewness, which is a measure of asymmetry 

𝜇3 = 𝐸 𝑥 − 𝜇1 
3 =   𝑥 − 𝜇1 

3𝑓 𝑥 𝑑𝑥
∞

−∞

 

For discrete data sets, the biased skewness is related 

to: 

𝑚3 =
1

𝑛
  𝑥 − 𝑥 ′ 3
𝑛

𝑖=1

 

This feature also calculated through 

𝑦1 =
𝜇3
𝜎3

 

Variance is a measure of spread or dispersion 

𝜎2 = 𝜇2 = 𝐸 𝑥 − 𝜇1 
2 =   𝑥 − 𝜇1 

2𝑓(𝑥)𝑑𝑥
∞

−∞

 

For discrete data sets, the biased variance is: 

𝑆2 =
1

𝑛
  𝑥 − 𝑥 ′ 2
𝑛

𝑖=1

 

And the unbiased variance is 

𝑆2 =
1

𝑛 − 1
  𝑥 − 𝑥 ′ 2
𝑛

𝑖=1

 

Gabor wavelet features: 

Relations between activations for a specific 

spatial location are very distinctive between objects 

in an image. Furthermore, important activations can 

be extracted from the Gabor space in order to create a 

sparse object representation. 

Gabor filter, is a linear filter used for edge 

detection. Frequency and orientation representations 

of Gabor filters are similar to those of the human 

visual system, and they have been found to be 

particularly appropriate for texture representation and 

discrimination. In the three-dimensional domain, a 

2D Gabor filter is a Gaussian kernel function 

modulated by a sinusoidal plane wave. The Gabor 

filters are self-similar: all filters can be generated 

from one mother wavelet by dilation and rotation. 

Its impulse response is defined by a harmonic 

function multiplied by a Gaussian function. Because 

of the multiplication-Convolution theorem, the 

Fourier transform of a Gabor filter's impulse response 

is the convolution of the Fourier transform of the 

harmonic function and the Fourier transform of the 

Gaussian function. The filter has a real and an 

imaginary component representing orthogonal 

directions. The two components may be formed into 

a complex number or used individually. 

Complex 

𝑔 𝑥, 𝑦,٨, 𝜃,𝜑,𝜎, 𝛾 

= exp −
𝑥2 + 𝛾2𝑦2

2𝜎2
 𝑒𝑥𝑝  𝑖  2𝜋

𝑥′

٨
+ 𝜑   

Real 

𝑔 𝑥, 𝑦,٨, 𝜃,𝜑,𝜎, 𝛾 

= exp −
𝑥2 + 𝛾2𝑦2

2𝜎2
 cos 2𝜋

𝑥′

٨

+ 𝜑  

Imaginary 

𝑔 𝑥, 𝑦,٨, 𝜃,𝜑,𝜎, 𝛾 

= exp −
𝑥2 + 𝛾2𝑦2

2𝜎2
 sin 2𝜋

𝑥′

٨

+ 𝜑  

where 

𝑥 ′ = 𝑥𝑐𝑜𝑠𝜃 + 𝑦𝑠𝑖𝑛𝜃 

and 

𝑦′ = −𝑥𝑠𝑖𝑛𝜃 + 𝑦𝑐𝑜𝑠𝜃 
In this equation,  represents the wavelength 

of the sinusoidal factor,  represents the orientation of 

the normal to the parallel stripes of a Gabor function,  

is the phase offset,  is the sigma of the Gaussian 

envelope and  is the spatial aspect ratio, and specifies 

the ellipticity of the support of the Gabor function.A 

set of Gabor filters with different frequencies and 

orientations may be helpful for extracting useful 

features from an image. 

 

Canny Edge Detection 

The edges should be marked where the 

gradients of the image has large magnitudes. using 

the formula 
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 𝐺 =  𝐺𝑥
2 + 𝐺𝑦

2 

 𝐺 =  𝐺𝑥  +  𝐺𝑦   

Where 𝐺𝑥  and 𝐺𝑦 are the gradients in the x- and y-

directions respectively. The direction of the edges 

must be determined and stored as shown in Equation. 

𝜃 = 𝑎𝑟𝑐𝑡𝑎𝑛  
 𝐺𝑦  

 𝐺𝑥  
  

Only local maxima should be marked as edges. 

 

Random Image Retrieval by Random Walk Model:  

For random retrieval of images we 

useMarkov Random Walk Model because it can 

smoothly employ the visual and the textual 

information into several image retrieval tasks. With 

the hybrid graph and the random walk model, similar 

to, we can then apply our framework to several 

application areas, including the following. 

 Image-to-image retrieval: Given an image, find 

relevant images based on visual information and 

tags. The relevant documents should be ranked 

highly regardless of whether they are adjacent to 

the original image in the hybrid graph. 

 Image-to-tag suggestion. This is also called 

image annotation. Given an image, find related 

tags that have semantic relations to the contents 

of this image. 

 Tag-to-image retrieval. Given a tag, find a 

ranked list of images related to this tag. This is 

more like the text-based image retrieval. 

 Tag-to-tag suggestion. Given a tag, suggest 

some other relevant tags to this tag. This is also 

known as tag recommendation problem. 

 

VII. RESULTS 
The performance of the designed system are 

analysed here and the outcomes are provided as 

under the accuracy, memory uses and time required 

searching images. 

 
In seven different experiments the results obtained 

are given by the above graph, this results directly 

depends upon the data available on the database and 

the relevant user query of search, if similar kind of 

objects are available on the database. 

 
The memory is also depends upon the data 

on database and number of comparison required for 

results listing. 

 
these results given above is provided as mixed results 

where first only text query, then for image query and 

third combined, in all three cases hybrid match is 

most optimum one which returns the exactly matched 

text and image queries.  

 

VIII. VII CONCLUSION AND FUTURE 

WORK 
In this proposed work we propose design 

and implement an image search engine which utilize 

the user input query in the form of user tag (user 

defined tags) and input images, which uses the low 

level features and image tags to store image in 

database at the time of training and at the time of 

testing a hybrid graph algorithm is applied with the 

low level features of the query image and provide the 

accurate images from the database with low training 

and searching time with low memory consumptions.  

Theoverall performance of the proposed system is 

quite effective and adaptable, in future we can 

improve more on this proposed work for data 

visualization and video searching and finding user 

relevance data from web. 

 

REFERENCES 
[1]  Efficient Relevance Feedback for Content-

Based Image Retrieval by Mining User 

Navigation Patterns, IEEE 

TRANSACTIONS ON KNOWLEDGE 

0

0.2

0.4

0.6

0.8

1

1 2 3 4 5 6 7

Search Time

Search Time

0

10000

20000

30000

40000

50000

60000

1 2 3 4 5 6 7

Testing

Training 

0

20

40

60

80

100

120

1 2 3 4 5 6 7

text query

image query

combined



Megha Maheshwari / International Journal of Engineering Research and Applications  

(IJERA)          ISSN: 2248-9622     www.ijera.com 

Vol. 3, Issue 4, Jul-Aug 2013, pp.1916-1921 

1921 | P a g e  

AND DATA ENGINEERING, VOL. 23, 

NO. 3, MARCH 2011  

[2]  A User-Oriented Image Retrieval System 

Based on Interactive Genetic Algorithm, 

IEEE TRANSACTIONS ON 

INSTRUMENTATION AND 

MEASUREMENT, VOL. 60, NO. 10, 

OCTOBER 2011 

[3]  Improved Content Based Image Retrieval 

using SMO and SVM Classification 

Technique, European Journal of Scientific 

Research ISSN 1450-216X Vol.69 No.4 

(2012), pp. 560-564 © EuroJournals 

Publishing, Inc. 2012 

[4]  Content Based Image Retrieval Using SVM 

Algorithm, International Journal of 

Electrical and Electronics Engineering 

(IJEEE) ISSN (PRINT): 2231 – 5284, Vol-1, 

Iss-3, 2012 

[5]  Content based Image Retrieval using 

Implicit and Explicit Feedback with 

Interactive Genetic Algorithm, International 

Journal of Computer Applications (0975 – 

8887) Volume 43– No.16, April 2012 

[6]  Content Based Image Retrieval Methods 

Using Self Supporting Retrieval Map 

Algorithm, Volume 2, Issue 1, January 2012 

ISSN: 2277 128X International Journal of 

Advanced Research in Computer Science 

and Software Engineering 

[7] ON THE VALIDATION OF A 

SPECTRAL/SPATIAL CBIR SYSTEM 

FOR HYPER SPECTRAL IMAGES, 

Miguel A. Veganzones, Manuel Grana 

[8]  Fast Query Point Movement Techniques for 

Large CBIR Systems, IEEE 

TRANSACTIONS ON KNOWLEDGE 

AND DATA ENGINEERING, Digital 

Object Indentifier 10.1109/TKDE.2008.188 

1041-4347/$25.00 Â© 2008 IEEE 

[9]  An MPEG-7 Image Retrieval System of 

Atherosclerotic Carotid Plaque Images, 

Proceedings of the 2012 IEEE 12th 

International Conference on Bioinformatics 

& Bioengineering (BIBE), Larnaca, Cyprus, 

11-13 November 2012, 978-1-4673-4358-

9/12/$31.00 ©2012 IEEE 

[10]  Selection of Image Parameters as the First 

Step Towards Creating a CBIR System for 

the Solar Dynamics Observatory, Juan M. 

Banda Montana State University Bozeman, 

MT. USA  


