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Abstract—  
In FBLMS algorithm, the filter weights  are 

adapted in the frequency domain by using the FFT 

algorithm. The main hardware complexity of the 

system is due to hardware multipliers in 

FFT/IFFT block. Introduction of  Distributed 

Algorithm eliminates the need of that multipliers 

by a mechanism that generates partial products 

and then sums the products together and resulting 

system will have high area efficiency. Using DA, 

FFT can be efficiently calculated by jointly 

employing the Good-Thomas and Rader 

algorithms. In the proposed FBLMS algorithm 

using DA, it is required to calculate only half of 

the conjugate symmetric coefficients, under that 

condition the hardware requirements for the 

proposed system is approximately half of that of 

existing one. 

  

Keywords— FBLMS, signed DA, Unsigned DA, 
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I. INTRODUCTION  
The term estimator or filter is commonly 

used to refer to a system that is designed to extract 

information about a prescribed quantity of interest 

from noisy data. At the core of DSP applications is 

the digital filter. Digital filters are generally used for: 

Separation of signals that have been combined, 
Restoration of signals that have been distorted, 

Transform operations. In fast block LMS algorithm 

the filter parameters are adapted in the frequency 

domain by using the FFT algorithm. 

In this paper, a new DA based FBLMS is proposed 

to reduce area and power consumption. Distributed 

arithmetic (DA) is an efficient multiplication-free 

technique for calculating inner products. The 

multiplication operation is replaced by a mechanism 

that generates partial products and then sums the 

products together. The key difference between 
distributed arithmetic and standard multiplication is 

in the way the partial products are generated and 

added together. In the proposed architecture, using 

the DA based FFT (and IFFT) block FFT can be 

efficiently calculated by jointly employing the Good-

Thomas and Rader algorithms. DA based FFT block 

provides only half of the conjugate symmetric outputs  

 

 

 

 

without calculating others and in DA based IFFT 

block we require to feed only half of the conjugate 

symmetric coefficients not all, which is not possible 

in existing FBLMS based adaptive filters. Since in 
the proposed FBLMS algorithm based adaptive filter, 

we require to calculate only half of the conjugate 

symmetric coefficients, under that condition the 

hardware requirements for our proposed system is 

approximately half of that of existing one. 

 

II. DISTRIBUTED ARITHMETIC 
Distributed arithmetic (DA) is first 

introduced by Croisier, and Zohar and further 

developed by Peled and Liu more than three decades 

ago. The DA is a direct method for sum of products 

operations, partial products can pre-compute by 

difference equation and storing in look-up-table 
(LUT) contained in memory, input signals are used 

for addressing. 

 

Consider the following inner product of two N 

dimensional vectors c and x, where c is a known 

constant vector, x is the input sample vector, and y is 

the result. 

 

𝑦 =   𝑐,𝑥   =   𝑐 𝑛 × 𝑥 𝑛 

𝑁−1

𝑛=0

              (1) 

       = 𝑐 0 𝑥 0 + 𝑐 1 𝑥 1 +. . . +𝑐 𝑁 − 1 𝑥 𝑁 − 1     (2) 
 

An unsigned DA system assumes that the variable 

x[n] is given by 

 

𝑥 𝑛 =   𝑥𝑏 𝑛 × 2𝑏  

𝐵−1

𝑏=0

 𝑤𝑖𝑡ℎ 𝑥𝑏  𝑛 ∈  0,1      (3) 

        

where xb[n] denotes the bth bit of x[n], i.e., the nth 

sample of x. The inner product y can, therefore, be 

represented as: 
 

𝑦 =   𝑐 𝑛 ×  𝑥𝑏 𝑛 × 2𝑏

𝐵−1

𝑛=0

𝑁−1

𝑛=0

         (4) 

                        

in more compact form 
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𝑦 =   2𝑏 ×  

  
𝑐 𝑛  × 𝑥𝑏 𝑛          

𝑓 𝑐 𝑛 ,𝑥𝑏  𝑛  
           (5)

𝑁−1

𝑛=0

𝐵−1

𝑏=0

 

𝑦 =  2𝑏 ×

𝐵−1

𝑏=0

 𝑓(𝑐 𝑛 ,𝑥𝑏 𝑛 )

𝑁−1

𝑛=0

      (6) 

 

In case of signed DA, we use modified equation in 

order to process a signed two’s complement number. 
We use, therefore, the following (B + 1)-bit 

representation 

 

𝑥 𝑛 = −2𝐵 × 𝑥𝐵 𝑛 +  𝑥𝑏 𝑛 × 2𝑏    (7)

𝐵−1

𝑏=0

 

              

the outcome y is defined by 

 

𝑦 = −2𝐵 × 𝑓 𝑐 𝑛 ,𝑥𝐵 𝑛  +  2𝑏  ×  𝑓 𝑐 𝑛 ,𝑥𝑏 𝑛  

𝑁−1

𝑛=0

𝐵−1

𝑏=0

 (8)   

 

III. PROPOSED SYSTEM 
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Figure 1. Proposed DA based FBLMS Adaptive filter 

 

FFT and IFFT are the blocks that include large 

number of multipliers. Introduction of DA eliminates 
the need of that multipliers by a mechanism that 

generates partial products and then sums the products 

together and resulting system will have high area 

efficiency.  

 

IV. INTRODUCTION TO FFT USING DA 

 
 

Figure 2. FFT Blocks 

 

Using DA, FFT can be efficiently calculated by 

jointly employing the Good-Thomas and Rader 

algorithms.  

 

A.  Good-Thomas Index Mapping 

Good-Thomas algorithm re-expresses the 

discrete Fourier transform (DFT) of a size N = N1N2 

as a two-dimensional N1N2 DFT, but only for the case 

where Nl and N2 are relatively prime. 

The index mapping suggest by Good and Thomas for 

n is 

 

𝑛 = 𝑁2𝑛1 + 𝑁1𝑛2 𝑚𝑜𝑑 𝑁  
0 ≤ 𝑛1 ≤ 𝑁1 − 1
0 ≤ 𝑛2 ≤ 𝑁2 − 1

      (9) 

 

and as index mapping for k results 

 

𝑘 = 𝑁2 𝑁2
−1 𝑁1

𝑘1 + 𝑁1 𝑁1
−1 𝑁2

𝑘2  𝑚𝑜𝑑 𝑁  
0 ≤ 𝑘1 ≤ 𝑁1 − 1
0 ≤ 𝑘2 ≤ 𝑁2 − 1

    (10) 

 

A 𝑁 = 𝑁1𝑁2-point DFT can be computed according 
to following steps: 

 

1) Index transform of input sequence, according to 

equation for n. 

2) Computation of 𝑁2 DFTs of length 𝑁1 using 

Rader algorithm. 

3) Computation of 𝑁1 DFTs of length 𝑁2 using 

Rader algorithm. 

4) Index transform of input sequence, according to 

equation for k. 
To find the 14 point FFT block, Fig. 3 shows a 

schematic of a block processing system. 
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Figure 3. Mapping of 14 point FFT using Good-

Thomas Algorithm 

 

From Fig. 3, we realize that first stage has 2 DFTs 

each having 7-points and second stage has 7 DFTs 

each having of length 2. Here multiplication with 

twiddle factors between the stages is not required. 
B. Rader Algorithm 

It is easily seen from the definition of the 

DFT that the transform of a length N real sequence 

x(n) has conjugate symmetry, i.e. X(N - K) = X*(K). 

This property facilitates to compute only half of the 

transform, as the remaining half is redundant and 

need not be calculated. Rader algorithm provides 

straightforward way to compute only half of the 

conjugate symmetric outputs without calculating the 

others. Algorithm presented here first decomposes the 

one dimensional DFT into a multidimensional DFT 
using the index map proposed by Good. Next, a 

method which is based on the index permutation 

proposed by Rader is used to convert the short DFTs 

into convolution. This method changes a prime length 

N DFT of real data into two convolutions of length 

(N- 1)/2. 

Now consider 𝑁1 = 7 if the data are real we need to 

calculate only half of the transform. Also, as Rader 

showed the zero frequency term must be calculated 
separately. 

 

𝑋(0) =  𝑥𝑛
𝑁−1
𝑛=0              (11) 

       
 

In matrix form, we write 

 
𝑋 1 

𝑋 2 

𝑋 3 
 =  

1 2 3
2 4 6
3 6 2

    
 4 5 6
1 3 5
5 1 4

  

  

 
 
 
 
 
 
𝑥 1 

𝑥 2 

𝑥 3 

𝑥 4 

𝑥 5 

𝑥 6  
 
 
 
 
 

+   
𝑥 0 

𝑥 0 

𝑥 0 
                       (12) 

 

Replacing 𝑊𝑘 by 𝑊(𝑁−𝑘)∗, 

 
𝑋 1 

𝑋 2 

𝑋 3 
 =  

1 2 3
2 3∗ 1∗

3 1∗ 2
    

 3∗ 2∗ 1∗

1 3 2∗

2∗ 1 3∗

  

   

 
 
 
 
 
 
𝑥 1 

𝑥 2 

𝑥 3 

𝑥 4 

𝑥 5 

𝑥 6  
 
 
 
 
 

+   
𝑥 0 

𝑥 0 

𝑥 0 
                              (13) 

 

If real and imaginary parts of W matrix are separated, 

a simplification is possible. Consider first the real 

part using notation in matrix that k stands for 

𝑐𝑜s(2𝜋𝑘/7). The real part becomes 

 
𝑋𝑅 1 

𝑋𝑅 2 

𝑋𝑅(3)
 =   

1 2 3
2 3 1
3 1 2

  

𝑥(1) + 𝑥(6)
𝑥(2) + 𝑥(5)
𝑥(3) + 𝑥(4)

   +    
𝑥 0 

𝑥 0 
𝑥(0)

      (14) 

 

Using the notation of k for 𝑠𝑖n(2𝜋𝑘/7) gives, for the 
imaginary part 

      
𝑋𝐼 1 

𝑋𝐼 2 

−𝑋𝐼(3)
 =   

−1 −2 3
−2 3 −1
3 −1 −2

  

𝑥(1) − 𝑥(6)
𝑥(2) − 𝑥(5)
𝑥(4) − 𝑥(3)

     

(15) 

 

These are cyclic convolution relation. Since in our 

problem we always convolve with the same 

coefficients, arithmetic efficiency can be improved by 

precalculating some of the intermediate results. These 

are stored in table in memory and simply addressed 

as needed. Using distributed arithmetic this can be 

implemented efficiently.  
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Figure 5. Architecture for FFT using DA. 

 

V. EXPERIMENTAL RESULTS 
Verilog codes are written for both FFT using 

DA and shift and add method and synthesized using 

Xilinx 13.2 version. Family of device was Spartan 3E 

and target device was XC3S500E. Fig. 6 shows the 

logic utilization of both the architectures and Table 1 

shows Delay in ns. From these results, it is clear that 

clear that our proposed architecture based adaptive 
filter is faster than that used by shift and add method 

and Area utilization using DA is very much less than 

that by shift and add method. Thus the power 

utilization is also less in case of FBLMS using DA 

 

Table 1. Delay Comparison 

 

Design Minimum Period in 

ns 

16×16 DA Multiplier 35.281 

16×16 SA Multiplier 36.296 

 

 
 

Figure 6. Comparison of resource utilization in 

FPGA 

VI. CONCLUSION 
In this paper, we have proposed a new area 

efficient FBLMS adaptive filter. FBLMS is the fastest 

and computationally efficient adaptive algorithm and 

FFT,  the main computational block in FBLMS can be 

efficiently calculated by DA. The concept of DA 

involves for implementation of FFT block without any 

hardware multiplier using LUT and adders. Due to 

reduced hardware complexity the proposed DA based 
FBLMS adaptive filter is best suitable for 

implementation of higher order filters in FPGA 

efficiently with minimum area requirement, low 

power dissipation. 
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