Emotion Identification From Continuous Speech Using Cepstral Analysis
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ABSTRACT

Emotion plays a major role in the area of psychology, human computer interaction, and robotics and BPO sectors. With the advancements in the field of communication technology, it is possible to establish the channel within few seconds across the globe. As most of the communication channels are public data transmission may not be authenticated. In such situation, before interacting, it is essential to recognize speaker by the unique features in the speech. A speaker can modulate his/her voice can changes his/her emotion state. Hence emotion recognition is required for the applications like telemetry, call centers, forensics and security. In our project the main emotion consider happy, angry, boredom, and sad. In this work we dealt with speaker recognition with different emotion. The basic emotions for this study include angry, sad, happy, boredom and neutral. The features we modeled using Gamma Distribution(GD) and data base generated with 50 speakers of both genders with the above basic emotions Considering feature vector combinations MFCC-LPC.
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1. INTRODUCTION

In some specific situations, such as remote medical treatment, call center applications, it is very much necessary to identify the speaker along with his/her emotion. Hence in this paper a methodology for emotion identification in continuous speech, the various emotions consider are happy, angry, sad, boredom and neutral. Lot of research is projected to recognize the emotional states of the speaker using various models such as GMM, HMM, SVM, neural networks [2][3][4][5]. In this paper we have considered an emotional data base with 50 speakers of both genders. The data is trained and for classification of the speakers emotions generalized gamma distribution is utilized. The data is tested with different emotions .The rest of the paper is organized as follows. In section-2 of the paper deals with feature extraction, section-3 of the paper generalized gamma distribution is presented.section-4 of the paper deals with the experimentation and results.
3. GENERALIZED GAMMA MIXTURE MODEL

Today most of the research in speech processing is carried out by using Gaussian mixture model, but the main disadvantage with GMM is that it relies exclusively on the approximation and low in convergence, and also if GMM is used the speech and the noise coefficients differ in magnitude [9]. To have a more accurate feature extraction maximum posterior estimation models are to be considered [10]. Hence in this paper generalized gamma distribution is utilized for classifying the speech signal. Generalized gamma distribution represents the sum of n-exponential distributed random variables both the shape and scale parameters have non-negative integer values [11]. Generalized gamma distribution is defined in terms of scale and shape parameters [12]. The generalized gamma mixture is given by

\[ f(x, k, c, a, b) = \frac{c(x-a)^{ck-1}e^{-\frac{(x-a)^c}{b}}}{\Gamma(k)} \]  

Where \( k \) and \( c \) are the shape parameters, \( a \) is the location parameter, \( b \) is the scale parameter and \( \Gamma(k) \) is the complete gamma function [13]. The shape and scale parameters of the generalized gamma distribution help to classify the speech signal and identify the speaker accurately.

4. OUR APPROACH OF SPEAKER EMOTION RECOGNITION

For identifying emotion in a continuous speech, our method considers MFCC-LPC as feature vector. Emotions of speaker identified using various sets of recorded. Unknown emotion recognition of speaker considering continuous speech. Every speech consists of the basic emotions: Angry, happy, Boredom, neutral, sad to identify emotional state of speaker, we should train the speaker’s speech properly i.e. selection of feature vector is crucial in emotion identification. Recorded a continuous speech with unknown emotion. Known emotions are used for training. The steps to be followed for identification of emotion in continuous speech effectively are given under.

Step1:
Obtain the training set by recording the speech voices in a .wav form
Step2:
Identify the feature vector of these speech signals by application of transformation based compound feature vector MFCC-LPC.
Step3:
Generate the probability density function (PDF) of the generalized gamma distribution for all the trained data set.
Step4:
Cluster the recorded speech of unknown emotion for testing using fuzzy c-means clustering technique and perform step2 to step 3.
Step5:
Find the range of speech of test signal in the trained set.
Step6:
Evaluation metrics such as Acceptance Rate (AR), False Acceptance Rate (FAR), Missed Detection Rate (MDR) are calculated to find the accuracy of speaker recognition.

5. EXPERIMENTATION

In general, the Emotion signal will always be of finite range and therefore, it needs to truncate the infinite range. Hence it is always advantageous to consider the truncations of GMM into finite range; also it is clearly observed that the pitch signals along the right side are more appropriate. Hence, in this paper we have considered Generalized Gamma Distribution with acted sequences of 5 different emotions, namely happy, sad, angry, boredom, neutral. In order to test the data 50 samples are considered and a database of audio voice is generated in .wav format. The emotion speech data base is considered with different emotions such as happy, angry, sad, boredom and neutral. The data base is generated from the voice samples of both the genders. 50 samples have been recorded using text dependent data; we have considered only a short sentence. The data is trained by extracting the voice features MFCC and LPC. The data is recorded with sampling rate of 16 kHz. The signals were divided into 256 frames with an overlap of 128 frames and the MFCC and LPC for each frame is computed. In order to classify the emotions and to appropriately identify the speaker generalized gamma distribution is considered. The experiment has been conducted on the database, by considering 10 emotions per training and 5 emotions for testing. we have repeated the experimentation and above 90% over all recognition rate is achieved. The experimentation is conducted by changing different emotions and testing the data with a speaker’s voice. In all the cases the recognition rate is above 90%.

6. CONCLUSIONS:

In this paper a novel frame work for emotion identification in continuous speech with MFCC and LPC together as feature vectors. This work is very much useful in applications such as speaker identification associated with emotional coefficients. It is used in practical situations such as call centers and telemedicine. In this paper generalized gamma distribution is considered for classification and over all recognition rate of above 90% is achieved.
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