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Abstract 
Detection of micro calcification based on 

textural image segmentation and classification is 

the most effective early-diagnosis of breast cancer. 

The aim of segmentation is to extract a breast 

region by estimation of a breast skin-line and a 

pectoral muscle as well as removing radiographic 

artifacts and the background of the mammogram. 

The intensity value is taken using histogram 

function. After detecting the region intensity value 

from mammogram, the edge between pectoral 

region and breast region will be detected using 

Fuzzy Connected Component Labeling. Our 

proposed method worked good for separating 

pectoral region by eliminating cancer area. The 

raster scan method is used for fixing the pectoral 

removal area in the original image. After removal 

pectoral muscle from the mammogram, so that 

further processing is confined to the breast region 

alone. Two error measures were used to compare 

these three methods performance. One of the 

measures is Mean absolute error (MAE) and 

another one is hausdroff distance measure to find 

the distance between the binary pectoral region 

and binary breast region alone. We applied 

unsupervised feature selection of rough set based   

Relative Reduct algorithms and it demonstrates 

effectively remove the redundant features. The 

quality of the reduced data is measured by the 

classification performance and it is evaluated 

using WEKA classifier tool.   

 

Keywords: Digital mammogram, morphological 

reconstruction, Fuzzy connected component labeling, 
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I. Introduction 
Breast cancer is the second most major 

health problem in developed countries. According to 

the latest study from NCI (U.S. National Cancer 

Institute) more than 207,090 new cases were reported 

and about 39,840 were the death statistics in 

2010.Nearly 1.4 million US women have a family 

history of breast cancer. As there is no effective 

method for its prevention, the diagnosis of breast 

cancer in its early stage of development has become 

Very crucial for the prevention of cancer. Computer-

aided diagnosis (CAD) systems play an important 

role in earlier diagnosis of breast cancer [1]. 

 

Another method such as a biopsy is used for 

detection of breast cancer, where the patient 

undergoes a surgical procedure. Many CAD based 

systems were used by the radiologist for the 

diagnosis of breast masses. The limitation of these 

systems is mainly at breast mass detection. Therefore, 

accurate segmentation of a breast mass is an 

important step for the diagnosis of breast cancer in 

mammography. Breast mass is a localized swelling, 

which is described by its characteristics. Usually 

these boundaries are of varying size and shape. 

Because of this, breast mass segmentation is a 

challenging task.  

 

The rest of the paper is organized as follows. 

Section 2 gives an introduction to the previous work. 

Section 3 present preprocessing using Median 

Filter.Section 4 presents pectoral muscle removal 

using Fuzzy with CCL. Section 5 presents 

Segmentation using Watershed Transformation. 

Section 6 describes the GLCM for Feature 

Extraction. Section 7 presents the proposed 

unsupervised relative reduct (USRR) algorithm for 

feature selection. Section 8 describes the classifier 

tool. The experimental results are discussed in 

Section 9 and conclusion is presented in Section 10. 

 

II. Previous Work 
In the literature, several methods have been 

proposed to identify the pectoral muscle in 

mammograms. T.S.Subashini et al. proposed a 

technique for pectoral muscle removal based on 

connected component labeling. To extract the 

pectoral muscles from this image, binary image 

should be obtained [4].  Sara Dehghani et al 

employed a technique for removal of dark 

background parts which are not important in 

processing of mammography images [3].Roshan 

DharshanaYapa proposed a technique to compare 

performance of connected component labeling 

algorithms on grayscale digital mammograms [8].In 

Ali Cherif Chaabani et al. Proposed to extract the 

breast region,we used a method based on automatic 

thresholding(Otsu‟s) and connected component 

labeling algorithm. Identifying the pectoral muscle 

has been done using Hough transform and active 

contour [7]. Masek et al [9].employed both a 

threshold-based algorithm and a straight line fitting 
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technique to represent the pectoral muscle. The 

straight line representation by this method is not an 

efficient way to identify the pectoral muscle due to 

the existence of curved pectoral muscles. 

 

III. Preprocessing 
Mammograms are difficult images to 

interpret, and a preprocessing phase is necessary to 

improve the quality of the images and make the 

feature extraction phase more reliable. In order to 

limit the search for abnormalities by computer aided 

diagnosis systems to the region of the breast without 

undue influence from the background of the 

mammogram, removal of artifacts and removal of 

pectoral muscle is necessary. Preprocessing stage 

consists of two parts. The first part involves the 

removal of unwanted parts from the image and the 

second part deals with reducing the high frequency 

components present in the image. Artifacts are 

removed by morphological open operation followed 

by reconstruction operation [2]. Median filtering is 

similar to using an averaging filter, in that each pixel 

is set to an average of the pixel values in the 

neighborhood of the corresponding input pixel 

median filtering is better able to remove these 

outliers without reducing the sharpness of the image.  

 

IV. Pectoral Muscle Detection and Removal 
Pectoral muscles are the regions in 

mammograms that contain brightest pixels. These 

regions must be removed before detecting the tumor 

cells so that mass detection can be done efficiently. 

Pectoral muscles lie on the left or right top corner 

depending on the view of the image. We must detect 

the position of the pectoral muscles (left top corner or 

right top corner) as is shown in the figure 1(a) and 

(b), before removing it. For this searching for 

nonzero pixels are simultaneously done from the left 

and right top corner. Width of the image in which the 

non zero pixel detected from both the corner were 

counted and compared. If the left width is smaller 

than the right width then it is assumed that pectoral is 

on the left side of the image else it is on the right 

side. 

 

From the detected corner pixel the intensity 

discontinuity is detected on each and every column of 

the same row. Coordinates of the pixel in which the 

intensity change is encountered is considered as 

width of the pectoral region. All the pixels, which lie 

inside pectoral width and half of the height of the 

whole image is segmented from the original image. 

This rectangle shaped image contains the entire 

pectoral muscles.  

 

To extract the pectoral muscles [18] from 

this image binary image should be obtained by 

simple thresholding. This binary image contains 

pectoral muscles and other tissues. To segment the 

pectoral muscles alone from the binary image raster 

scanning is done from the right or left side of the 

image to detect the intensity discontinuities. The 

resulting image contains pectoral muscles alone and 

this region is completely removed from the original 

image.  

 
Figure 1: (a) and (b): Different sizes and intensities of 

the pectoral muscle in breast mammograms. 

 

Procedure: merging Fuzzy with CCL algorithm 

        INPUT: over segmented image  

        OUTPUT: Pectoral muscle removal from the              

                         Original image  

1. Iterate through each element of the data by 

column, then by row (Raster scanning). 

2. If the element is not the background. Get the 

neighboring elements of the current element. 

If there is no neighbors, uniquely label the 

current element and continue. 

3. Otherwise, find the neighbors with the 

smallest label and assign it to the current 

element. Store the equivalence between 

neighboring labels. 

4. Iterate through each element of the data by 

column, then by row. 

5. If the element is not the background. Re-

label the element with the lowest equivalent 

label. 

6. To fuzzy construction, the input grays is 

ranged from 0-255 gray intensity, and 

according to the desired rules the gray level 

is converted to the values of the membership 

functions. 

7. Compare the cropped image and original 

image. Then retrieving pixels from the 

original image.    

 

V.  Segmentation 
Segmentation [19] refers to the process of 

partitioning a digital image into multiple segments 
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formed by the union of connected pixels. The goal of 

segmentation is to simplify the representation of an 

image into something that is more meaningful and 

easier to analyze, regions. Image segmentation is 

typically used to locate objects and boundaries. More 

precisely, image segmentation [20] is the process of 

assigning a label to every pixel with the same visual 

characteristics such as color, intensity, or texture. The 

result of image segmentation is a set of regions that 

collectively cover the entire image, or a set of 

contours extracted from the image. After median 

filter, Watershed Transformation Segmentation 

(WTS) is used to identify the suspicious region or 

micro-calcification. An example of image 

segmentation for the approach is given in Figure 2. 

 

      
(a)                     (b)                       (c) 

Figure 2.Example for Watershed Transformation 

Segmentation in the image mdb003.pgm. (a) Original 

image, (b) Preprocessing image, (c) Process of 

Watershed segmentation method. 

 

VI. Feature Extraction 
The texture coarseness or fineness of an 

image can be interpreted as the distribution of the 

elements in the description matrix. The textural 

description matrices GLCM are created for each 

segmented mammogram mage for defined distance 

and direction. The Haralick features are extracted 

from the textural description matrices. A feature 

value [17] is a real number which encodes some 

discriminatory information about a property of an 

object. It may not always be obvious what type of 

information or feature is useful for a particular 

detection task. The texture analysis matrix itself does 

not directly provide a single feature that may be used 

for texture discrimination. Instead, the matrix can be 

used as a representation scheme for the texture image 

and the features are computed. The features based on 

the distribution matrices should therefore capture 

some characteristics of textures such as homogeneity, 

coarseness, periodicity and others.   

 

A. Gray-Level Co-occurrence Matrix         

Features 

It is a statistical method that considers the 

spatial relationship of pixels is the gray-level co-

occurrence matrix (GLCM), also known as the gray-

level spatial dependence matrix [13]. By default, the 

spatial relationship is defined as the pixel of interest 

and the pixel to its immediate right (horizontally 

adjacent), but you can specify other spatial 

relationships between the two pixels. Each element 

(I, J) in the resultant GLCM is simply the sum of the 

number of times that the pixel with value I occurred 

in the specified spatial relationship to a pixel with 

value J in the input image 

 

The Following GLCM features were 

extracted in our research work [10]:Angular Second 

Moment (F1), Contrast (F2), Correlation (F3), Sum 

Of Squares: Variance (F4), Inverse Difference 

Moment (F5), Sum Average(F6), Sum Variance(F7), 

Sum Entropy(F8), Entropy(F9), Difference 

Variance(F10), Difference Entropy(F11),  

Information Measures Of Correlation-I(F12), 

Information Measures Of Correlation-II(F13), The 

Maximal Correlation Coefficient(F14).  

 

VII. Feature Selection using Unsupervised 

Relative Reduct (USRR) 
In [11] [14], a FS method based on a relative 

dependency measure was presented. The technique 

was originally proposed to avoid the calculation of 

discernability functions or positive regions, which 

can be computationally expensive without 

optimizations. The authors replaced the traditional 

rough set degree of dependency with an alternative 

measure, the relative dependency. The USRR 

algorithm 1 is given below. 

 

Algorithm 1.Shows an Unsupervised Relative Reduct  

 

VIII.Classifications 
The classifier tool WEKA [12]

  

is open 

source java based machine-learning workbench that 

can be run on any computer in which a java run time 

environment is installed. It brings together many 

machine learning algorithm and tools under a 

common frame work. The WEKA is a well known 

package of data mining tools which provides a 

variety of known, well maintained classifying 

algorithms. This allows us to do experiments with 

several kinds of classifiers quickly and easily. The 

tool is used to perform benchmark experiment. 

Relative reduct (C, D)  
C, the set of all conditional 

features;  
D, the set of decision features;  
(1) R   ← C   
(2) ∀a ∈C  

(3) if   (κR −{a} (D) 1)  
 

(4) R ← R −{a}   
(5) return R  
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IX.Results and Discussions 

The proposed algorithm is simulated in 

MATLAB and applied on several test images.The 

results of Mean Absolute Error (MAE) and Hausdroff  

Distance Measures for all the proposed two methods 

were compared with each other.The pectral muscle 

region removal from the mammogram is had by our 

three proposed method.Two  methods were 

CCL(connected component labeling)+Fuzzy method, 

Straightline with Fuzzy.These two methods were 

compared with each other by error measure and 

distance measure.The Mean Absolute Error is 

calculated for some 14 mammogram images and it is 

shown in given figure (3).The Hausdroff  Distance is 

calculated for same 14 Pectral removal mammogram 

images and it is shown in figure(4). For the total 

number of MIAS images,pectoral removed images 

were detected with each method and the average 

value is calculated for MAE and hausdroff distance 

which in the Table(1).Then segmentation can be 

performed using watershed segmentation 

transformation and 14 Haralick features are extracted 

using gray-level co-occurrence matrix (GLCM). The 

best features   can be selected based on relative 

dependency measure that is Unsupervised Relative 

Reduct (RR) method. The selected features are 

classified by using WEKA classification. It is found 

that the classification accuracy increased and 

decreased mean absolute error, which is shown in 

figure (5) and (6) .The classification results, clearly 

indicates that the method selects useful features 

which are of comparable quality. 

 

 
  

Figure (3) shows Performance Analysis of Mean 

Absolute Error Measures 

 
 

Figure (4) shows Performance Analysis of    

Hausdroff Distance Measures 

 

Total 

number of 

Mammogr

am images 

taken 

(MIAS 

Database) 

Average for 

Straight line 

with Fuzzy 

Average for 

CCL with Fuzzy 

MAE H.D MAE H.D 

  

      322 

 

0.7198

57 

 

 

2652.

30 

 

 

0.5164

71 

 

 

1670.

528 

 

   

Table (1) shows Performance Analysis for the 

average of MAE and Hausdroff Distance Measures  

 

 
 

 Figure (5) shows Accuracy of Classification.   

 

X.Conclusion 
This paper presents a method to detect 

pectoral muscle and segment the masses from the 

mammography. The proposed work was done using 

Mini-Mias mammogram database. Here we have 

presented several aspects of image processing 

techniques that         can be applied for detection of 

pectoral muscle in digital mammography.To 

removing background noise from the original image 
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we used median filter,then pectoral muscle removal 

using Fuzzy with connected component labeling. 

 
 

Figure (6) shows Mean Absolute Error Value. 

   

In this paper, we have considered the   

problem          of detecting cancer masses by the 

application of simple thresholding followed by 

connected component labeling with fuzzy and an 

algorithm to remove artifacts in digital mammograms 

using morphological open operation followed by 

reconstruction. Further the pectorial muscle was 

removed successfully using simple thresholding and 

raster scan methods. Then features selected based on 

relative reduct method and classification using 

WEKA classifier. Finally, as a future work we will 

consider more samples and mass shape spectral 

identifications in mammograms using near sets. 
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