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Abstract-  

Cloud applications increasing demand for 

led to an ever growing need for security 

mechanisms. Cloud computing is a technique to 

leverage  on distributed computing resources one 

do not own using internet facility in pay per use 

strategy on demand. A user can access cloud 

services as a utility service and begin to use them 

almost instantly. These features that make cloud 

computing so flexible with the fact that services are 

accessible any where any time lead to several 

potential risks. The most serious concerns are the 

possibility of lack of confidentiality, integrity and 

authentication among the cloud users and service 

providers. The key intent of this research work is 

to investigate the existing security schemes and to 

ensure data confidentiality, integrity and 

authentication. In our model symmetric and 

asymmetric cryptographic algorithms are adopted 

for the optimization of data security in cloud 

computing. These days encryption techniques 

which use large keys (RSA and other schemes 

based on exponentiation of integers) is seldom used 

for data encryption due to computational 

overhead. Their usage is restricted to transport of 

keys for symmetric key encryption and in 

signature schemes where data size is generally 

small. Public Key Cryptography with Matrices is a 

three-stage secured algorithm. We generate a 

system of non-homogeneous linear equations and 

using this system, we describe algorithms for key 

agreement and public encryption whose security is 

based on solving system of equations over the ring 

of integers which comes under the NP-Complete 

problems. 

Keywords- cryptography, encryption, decryption 

 

I.  INTRODUCTION  
In the information age, cryptography has 

become one of the major methods for protection in all 
applications. Cryptography allows people to carry over 
the confidence found in the physical world to the 
electronic world. It allows people to do business 
electronically without worries of deceit and deception. 
In the distant past, cryptography was used to assure  

 
 

 
only secrecy. Wax seals, signatures, and other physical 
mechanisms were typically used to assure integrity of 
the message and authenticity of the sender. When 
people started doing business online and needed to 
transfer funds electronically, the applications of 
cryptography for integrity began to surpass its use for 
secrecy. Hundreds of thousands of people interact 
electronically every day, whether it is through e-mail, 
e-commerce (business conducted over the Internet), 
ATM machines, or cellular phones. The constant 
increase of information transmitted electronically has 
lead to an increased reliance on cryptography and 
authentication.  

An obvious application of cryptography is the 
transformation of information to prevent other from 
observing its meaning. This is the classical concept of 
secrecy, wherein we attempt to prevent information 
from reaching an enemy in a usable form. Secrecy is  

 
viewed by many as the central issue in the field of 
information protection. Secure communication is the 
most straightforward use of cryptography. Two people 
may communicate securely by encrypting the messages 
sent between them.  

 
The proposed algorithm for Public Key 

Cryptography with Matrices is a three-stage secured 
algorithm and it has a constant complexity (fixed 
number of multiplications) irrespective of the key size 

given over the ring of integers.   
The algorithm can be divided into three stages 

functionally. The first stage involves the shuffling of 

the original data for which the linear congruential 

method is used and then the data is arranged in the 

form of a matrix of some dimension n x n. 

In the second stage we traverse the matrix in a 

sequence of different forms like helical, spiral, etc after 

which the data is ready for the encryption process. 

The third stage deals with generating the system of 

non-homogeneous linear equations from which we 

generate the private keys and it is highly impossible to 

solve this system of non-homogeneous equations over 

the ring of integers which guarantees the security of the 

data. 

 

1.  LITERATURE REVIEW 
One basic research paper that helped in 

clarifying the concepts about basic Cryptography was 
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Introduction to Cryptography by Prof. Fred Piper of the 

Information Security Group of the University of 

London. Among other research papers that also helped 

in this respect are Asymmetric Cryptography and 

Practical Security by David Pointcheval and 

Contemporary Cryptology: Provable Security for 

Public Key Schemes also by David Pointcheval. 

 

Another research paper by David Pointcheval and 

coauthored by Guillaume Poupard entitled A new NP-

Complete Problem and Public Key Identification was 

found to be a major source of motivation for forming 

the new concepts. 

A paper entitled Studying the Performance of Critical 

Neural Network on Problems related to Cryptography 

by E. C .Laskari, G. C. Meletios, D. K. Tasoulis and 

M. N. Vrchaits was also found to be very useful in this 

regard. 

Other useful research papers include Neural Network 

and their Cryptographic Applications by David 

Pointcheval and Livreder and also the paper by Kyung-

Ahshim and Song Sik Woo called Cryptanalysis of 

Tripartite and Multi-party Authenticated Key 

Agreement Protocols. 

 
The implementation approaches for public key 

cryptography algorithms with matrices was mainly 
clarified by the following research papers. 
 The first paper was named Matrix based Asymmetric 

Bulk Encryption Algorithm and was written by 

Mukesh Kumar Singh of Texas Instruments, Inc. and 

another research paper that was found to be very 

helpful from the point of view of implementation was 

The Public Key Cryptography with Matrices also 

written by Mukesh Kumar Singh. 

The other paper was by Farshid Delgosha and 

Farcmarz Fekri and is entitled Public Key 

Cryptography using Paraunity Matrices.    

 

2.  PROPOSED APPROACH FOR PUBLIC 

KEY CRYPTOGRAPHY WITH MATRICES 
 In this study an algorithm for public key 

cryptography using matrices will be proposed, which is 
structurally and functionally divided into two basic 
parts. 
The first part deals with the pre-processing of data and 

it includes the two main processes of data shuffling 

and traversing of the data. 
Finally there is the second part of the algorithm which 

deals with the key generation, key agreement and 

encryption /decryption processes. 

Now we discuss the algorithms in greater details to 

explain its working and features:  

Section 1:  PRE PROCESSING OF DATA. 

This section will deal with the part of the algorithm 

that deals with the pre-processing of data and this 

section can be divided into the following two stages: 

1.1) Shuffling of the Data 

In this algorithm the idea for the shuffling of data is 

mainly based on that suggested by Mukesh Kumar 

Singh in his research paper Matrix based Asymmetric 

Bulk Encryption Algorithm. 

 Suppose L be the length of the message to be 

encrypted. We consider here two arrays as follows 

1) index[1…….L] is an array containing all the 

indices of the  message, and 

2) hash[1……..M] is the array containing some 

magic numbers 

such that when we apply the linear congruential 

method to the array index[1…L] then the output of the 

index[1…L] array does not contain any repeated 

indices. 

 

The linear congruential method can be formulated as 

follows: 

 

STEP 1) For I = 1 to  initialise index[I] = I, and 

initialise x = 1 

 

STEP 2) For J = 1 to M, repeat Step (3) to Step (5) 

 

STEP 3) For K = 1 to L, repeat Step (4) to Step (5) 

 

STEP 4) x = ((J+1)*x + hash[(J+K) mod M]) mod L 

 

STEP 5) Swap (index[K], index[x]) 

 

STEP 6) Return index[1…..L] 
 
The original message is shuffled or rearranged on the 

basis of the array index[1….L] that we have obtained 

as an output using the method depicted above. 

Now an integer N is selected such that N
2
 ≥ L, i.e. the 

value of N
2
is greater than or equal to that of L and the 

data is arranged in an NxN matrix form. 

 

1.2) Traversing the Data Matrix 

 

 This stage involves reading out of the data from the 

data matrix of order NxN.  

 

This can be achieved in any of the following manners 

which are depicted through appropriate self-

explanatory diagrams: 

 

1.2.1) Spiral Traversal: 
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1.2.2)Reversed Spiral Traversal 

 
 

1.2.3) Helical Traversal 

 
1.2.4) Sine Waveform Traversal 

 

 
1.2.5) Reverse Helical 

 
 

 Since here there are five patterns, so there can be 5! 

possible sequences. Let the sequences be T1, T2, ……, 

T120.Suppose that the sequence represented above is T1 

.  

 

Next we discuss the three parts of the second stage of 

our algorithm:  

 

Section 2.1) KEY GENERATION 

We first take a matrix G of size nXn such that |G| = 0 

and a list L = { a1, a2, …… ,an} of integers. 

So, from section (2.1), we can form a circulant matrix  

Lc = circ(x1, x2, ….. , xn) 

where the xi’s are nothing but ai’s. 

 

Now, let σ be a permutation on the set {1, 2, 3, ……. , 

n}. 

The matrix G can now be written in the form  

G = 























nR

R

R

.

.

2

1

  where the Ri’s are the rows of the matrix 

G. 

Now, we try to find a Y such that 

 Ri.Y = Lc σ(i)  

i.e.     Ri.Y = Lc(1,i)               where i = 1, 2, 3, …., n. 

 

The above system of equations can be put in the form 

 G.Y = X   

where X =
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.
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L
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C
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The above system of equations should be consistent 

and as we have taken |G| = 0, so the system cannot 

have a unique solution. 

We take one such Y and from the elements of Y, we 

can form a circulant matrix Yc. 

 Now, we formulate a  matrix P = Lc.G.Yc 

  

Then we take  

Public Key: { G, Lc, P} 

Private Key: {Yc, σ} 

 

SECTION 2.2) KEY AGREEMENT 

1. G is the matrix known to both the communicating 

parties. 

2. Party 1 selects a private key {Lc , Yc, σ1} by using a 

list L as mentioned in section (3.1). Find T1 and send 

to PARTY 2   

3. Party 2 will also select a private key {Mc, Zc, σ2 } 

using list M. Find T2 and send to PARTY 1. 

4. PARTY 1 receive T2 and calculates S=T2.Yc  

5. PARTY 2 receive T1 and calculates S=T1.Mc    

 

Illustration of above process  

PARTY 1                                                                           

PARTY 2 

Select  { Yc, σ1 } 

find T1 = G. Yc  

send {T1}                                                            Gets 

{T1} 

                                                                           select { 

Zc, σ2} 

                                                                           find T2 = 

G. Zc 

gets { T2}                                                             send 

{T2} 
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find S = T2. Yc                                                     find S 

= T1. Zc 

For both the parties the commutative property of the 

product of circulant matrices ensures that  

  S = G. Yc. Zc  

where matrix S is the shared secret between the two 

parties 

SECTION 2.3: ENCRYPTION AND 

DECRYPTION  PROCESSES 

2.3.1) Encryption Algorithm 

 Let  S be the data matrix to be encrypted. We generate 

two circulant matrices X1 and X2 . 

 Calculate  

  D1 = X1.G.X2 

  and 

  D2 = {(X1.P.X2)  S} 

where   is the bitwise XOR operator between the 

corresponding elements of the two operand matrices. 

 The set {D1, D2} is the encrypted form of the data S. 

 

2.3.2) The Decryption Algorithm 

 In the above stage we obtained the encrypted data {D1, 

D2} of the data S. 

Now we can obtain the original data S back from this 

encrypted data by using the secret key of the 

communicating party as follows: 

 

Lc.D1. Yc   D2 = Lc.X1.G.X2. Yc   X1.P.X2   S  

             = Lc.X1.G.X2. Yc   X1.Lc.G. Yc.X2   S 

             = Lc.X1.G.X2. Yc 
  Lc.X1.G.X2. Yc 

  S 

                        = 0   S 

             = S 

Hence we have decrypted the data using the private 

key of the communicating party. 

 

SECURITY AND ILLUSTRATION OF THE 

ALGORITHM ON PUBLIC KEY 

CRYPTOGRAPHY WITH MATRICES 

In this chapter, the proposed algorithm will 

be explored from the perspective of security and then 

we illustrate the working of the algorithm with 

appropriate examples.  

SECURITY OF THE ALGORITHM 

The possible attacks on the security of this 

algorithm can be either by directly solving the system 

of equations G.Y = X as in section (3.1) or using the 

matrix P = Lc.G.Yc . 

To avoid the first possibility of attack, we have to 

select the augmented matrix [G:X] such that the rank 

of [G:X] = rank of G = r < n, where n is the number of 

unknowns. 

 Then the n-r variables are independent and so we can 

take any arbitrary values for these variables and the 

remaining r variables are dependent on these n-r 

variables. 

                                          So, if we are able to find matrices G and X 

such that the value of rank r is minimum and that of n 

is more, then it will be ensured that the number of 

independent variables is high, so that searching the 

solution becomes an NP-Complete problem. 

In the second case, the intruder can try to know the 

value of Yc using P = Lc.G.Yc. 

By using the list L given in the public key, he can have 

possibly n! values of Lc and so the intruder have n! 

different systems of equations of the form P = Lc.G.Yc 

, which again gives rise to NP-Complete problem. 

ILLUSTRATION OF THE WORKING OF 

THE ALGORITHM 
Now the encryption-decryption process is 

illustrated by using the sample data as below: 

  IT IS GENERALISED KEY 

Here the total length of the data is L = 21. 

Data Shuffling: 

Using section (2.1), we shuffle the data using 

  Hash = {13, 91, 11, 12, 78, 37, 77, 17 } 

Then the Index array values become 

Index(1) = 12 Index(2)=7 …………. Index(21) = 10  

Now the data will be shuffled to the following form 

AGYDE ENT SLIISEIKR E 

Take  A = 11, ……….. ,Z= 36 and take the space as 

99. 

 

As mentioned in section (2.1) , we will arrange the 

data in a matrix of size 5X5 to get 

 A= 























000069

3282757369

8374747683

3284786932

6968897165

 

 

Data traversing: 

Using section (2.2), the matrix A can be traversed with 

T1 . 

Then we get the data matrix  

S =  























069717632

068327589

8332788269

847473083

656969740

 

Key Generation: 

Now the data matrix is encrypted using section (3). 

Let public key be taken as 

 



Birendra Goswami, Dr.S.N.Singh / International Journal of Engineering Research and 

Applications (IJERA)      ISSN: 2248-9622   www.ijera.com 

Vol. 2, Issue 4, July-August 2012, pp.339-344 

343 | P a g e  

 

 G =  























880723640

3856886018

440361820

192844309

22018910

 

and  

 L = { 160, 320, 78, 80, 39 } 

Take 

 Lc = circ( 78, 320, 18, 160, 39) 

 

and  σ = 









21453

54321
 

Then we have to find a Y =























5

4

3

2

1

y

y

y

y

y

  such that G.Y = X 

as mentioned in section (3.1). 

Then we get the equations 

 10y1 + 9y2 + 18y3 + 20y4 + 2y5 = 80 

 9y1 + 30y2 + 44y3 + 28y4 + 19y5 = 39 

 20y1 + 18y2 + 36y3 + 40y4 + 4y5 = 160 

 18y1 + 60y2 + 18y3 + 20y4 + 38y5 = 78 

 40y1 + 36y2 + 72y3 + 80y4 + 8y5 = 320 

Now, solving the above equations we get the values of 

the variables 

 y1 = (683 – 48a – 116b + 37c )/73 

          y2 = -10(33 + 278a/10 + 10b +172c/10)/219 

where y3 = a,  y4 = b and y5 = c such that a,b,c are 

integres. 

So, from the above context we can observe that the 

values of y3 ,y4 and y5 can be any arbitrary integers 

and the values of y1 and y2 depends on these values. 

Now, taking y1 = -6, y2 = 5, y3 = 10, y4= 7 and y5 =50 

and Yc= circ(50  5  -6  10  7). 

Therefore, the private key is {Yc, σ}. 

 And P= Lc.G.Yc 

 

 

 

   Encryption: 

Take two circulant matrices 

  X1 = circ( 19  89  72  29  28 ) 

  X2 = circ( 26  29  42  52  57 ) 

and then 

D1  = X1.G.X2     























12100541074362117056713390861344113

15243931316741149160416830171661041

19379921721060187457121446882153039

16331731446233158163418069171810771

14355191272655138954715883911592898

 

  D2 = {(X1.P.X2)   S } 

  = 1.0e+010 *    

    






















1082.73845.66922.64302.76472.7

4579.67938.50853.67503.69448.6

9262.61788.65555.62391.74335.7

5465.77749.61075.78883.71174.8

2816.75195.68724.66111.78250.7

                                  
    

      {D1, D2} is the encrypted data of the data matrix S. 

Decryption: 

Lc.D1.Yc   
  D2 = 























069717632

068327589

8332788269

847473083

656969740

  = S 

3.   Limitations  

Cloud Computing is a way of providing dynamically 

scalable and available resources such as computation, 

storage etc as a service to users who can use it to 

deploy their applications and data. Cloud Computing 

can handle data in both the public and the private 

domain. But this seemingly harmless way of thinking 

about building applications has its own set of issues.  

 

4. Conclusion  

At the beginning of this study it was realized that in 

recent times key encryption including RSA and other 

schemes based on exponentiation of integers is rarely 

used for data encryption because of the larger overhead 

in terms of processor time utilization.Their use is more 

or less restricted to transport of keys for symmetric key 

encryption and in signature schemes where data size is 

generally small. Another observation that was made is 

that these days all symmetric/asymmetric encryption 

algorithms are using hash functions as an integral part 

for the message integrity. 

               To encrypt large messages a hybrid approach 

is used in which the messages are actually encrypted 

using symmetric schemes (DES, AES, etc.) and the key 

is transported using asymmetric schemes (RSA). In the 

algorithm that has been proposed here the effort has 

been in the direction of faster public key encryption 

without compromising the security of the system. The 

Public Key Cryptography with Matrices is a three-stage 

secured algorithm and it has a constant complexity 























427766135755414185961093930764882

7381002179208235022218085361234786

9676031860577248569818886051099921

6153701912644201667115541881079353

860248151742021282101612876906682
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(fixed number of multiplications) irrespective of the 

key size given over the ring of integers.  

             Public Key Cryptography with Matrices is a 

three-stage secured algorithm. We have generated a 

system of non-homogeneous linear equations and using 

this system, we have described the algorithm for key 

agreement and public encryption whose security is 

based on solving system of equations over the ring of 

integers which comes under the NP-Complete 

problems. 
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