V.G. Santhi Swaroop, B.Murali Krishna, M.Vijaya Bhaskar, B.Raghu kanth,V.SAl PRAVEEN**/
International Journal of Engineering Research and Applications (IJERA)ISSN: 22489622
www.ijera.com Vol. 2, Issue 2,MarApr 2012, ppl192-201

DESIGN OF LOW POWER 8 BIT SRAM ARCHITECTURE
USING LEAKAGE FEED BACK WITH STACK & SLEEP
STACK WITH KEEPER

V.G. Santhi Swaroop , B.Murali Krishna ~, M.Vijaya Bhaskar ™,
B.Raghu kanth”, V.SAI PRAVEEN **

"Assistant professor, ECE Department, K.L.University, Vijayawada, India.
” M.Tech-VLSI StudentsVLSI, ECE Department, K.L.University, Vijayawada, India.

Abstractd The major concern in Very Large
Scale Integration (VLSI) circuit design is power
consumption and the challenging aspect for VLSI
designers is to reduce the power consumption.
International technology roadmap for

previously considered an issue only in portable
devices is rapidly becoming a significant design
constraint in many system designs. Dynamic power
has been a predominant source of power dissipation
till recently. However, static power dissipation is

semiconductors (ITRS) reports that fi | e a k a g ecoming an significant fraction of the total power.

power di ssi pationd may
power consumption. One of the main reasons
causing the leakage power increase is that increase
of sub-threshold leakage power.Some leakage
current reduction techniques like sleep approach,
stack, zigag & some new techniques like ,sleepy
stack, leakage feedback approach and sleepy
keeper techniques and , after that to combine the
advantages of above written techniques, proposed

t wo novel approaches :
FEEDBACK WI TH STACK
STACK WI TH KEEPER (SSK) O

leakage current while saving exact logic state.

In this paper we design 8 x 8 &RAM by
usi ng t he fLeakage
ASl eep St ack wi t h
reduction techniques.The proposed circuis were
designed in 0.18umCMOS/VLSI technology with-
in Micro-Wind tool, and measure power
consumption for two design approachesii S| € e p
Stack wi t h keeper
nearly 50% less power consumption than existing
counterparts.

Keywords: low power design, leakage reduction,
sleep, stack, sleepgtack keeper, Leakage
Feedback with Stack.

INTRODUCTION

Statc RAMs are used extensively modern
procesors as on chip memories due their large
storage density and small access latency. Low power
onchip memories have become the topic of
substantial research as they can account for almost
half of total CPU dissipation, even for extremely
powerefficient designs. Power dissipation whislas

c oStac pawer is teopewendissipated in @ gegign in the

absence of any switching activity and is defined as
the product of supply voltage and leakage current.
The absolute and the relative contributmineakage

power to the total system power is expected to further
increase in future technologies because of the
exponential increase in leakage currents with
technology scaling. The International Technology
Roadmap for Semiconductors (ITRS) predicts that
leakagee ppwer fvould saatibate to 50% of the total

( L FS) pypwergin thg gexteneration processors. Therefore, it

iswimporgant for systemc designers to get an early
estimate of leakage power to meet the challenging
power constraints.

There are several VLSI techniquesreduce

F e e d b lgakage powen Rach ©ehaique providgs an efficient
Ke e p e rway to redugex lgaljage poyver,r brtgligadvantages of

each technique Ilimit the application of each
technigue. We implement a new approach, thus
providing a new choice to loveakage power VLSI
desgners. Previous techniques are summarized and

appr oaeomaared avghhourengve approach presepted in this

paper.

PREVIOUS WORK

In addition to sukthreshold leakage, another
contributor to leakage power is gairide leakage
power due to the tunneling current throuple gate
oxide insulator. Since gatexide thickness will be
reduced as the technology decreases, in -saake
technology, gat®xide leakage power may be
comparable to suthreshold leakage power if not
handled properly. The most wddhown traditional
approach is the sleeppproach 2][3]. In the sleep
approach, both (i) an additional "sleep” PMOS
transistor is placed between VDD and the ol
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network of a circuit and (ii) an additional "sleep" three transistors and since additional wires are added

NMOS transistor is placed between the jmdivn for S and S6, which are sl eep
network aad GND. These sleep transistors turn off Another technique for leakage power

the circuit by cuing off the power rails. Fig shows reduction is the stac&pproach, which forces a stack

its structure. The sleep transistors are turned on when effect by breaking down an existing transistor into
the circuit is active and turned off when the circuit is two half size transistors [5]. Fig 2 shows its structure.

idle. By cutting off the power source, thikmique When the two transistors are turned off together,
can reduce leakage power effectively. induced reverse bias between the two transistors
results in sulthreshold leakage current reduction.
The leakage feedback approach is based on
S —O| the sleep approach. However, the leakage feedback
approach uses two additional transistors to maintain

logic state during sleep mode, and the two transistors
are driven by the dput of an inverter which is
driven by output ofte circuit. As shown in Fig,4a

A —] Y PMOS transistor is placed in parallel to the sleep
transistor (S) and a NMOS transistor is placed in
parallel to the sleep transistor (S'). The two transistors
are driven bythe output of the inverter which is

driven by the output of the circuit.
{ S—‘ W/L=9
s - p-

Pull up
Network

Pull down
Network

Fig.1 Sleepy approach. E:tI\INL:)?k

The sleepy stack technique divides existing A Y
transistors into two half size transistors like the stack
approach [6][7]. Then sleep transistors are added in
parallel to one of the divided transistoFsg 3 shows Pull down
its structure. During sleep mode, sleep transistors are network
turned off and stacked transistors suppress leakage
current while saving state. Each sleep transistor, { g—i I
placed in parallel to the one of the stacked transistors, WIL=3
reduces resistance of tipath, so delay is decreased

during active mode. W/L=4.5

W/L=4.5 Fig.4 Leakagdeedback approach

During sleep mode, sleep transistors are turned off
and one of the transistors in parallel to the sleep

_d|:: < -] = transistors keep the connection with the appropriate
= Y&ull up power rail.
W/L=9 < Network W/L=4T The basic problem with traditional CMOS is
_ ' — that the transistors are used only in their most
W/L=4.5 [ A— Y g . . _
v efficient, and naturally inverting, way: namely,
_ Pull PMOS transistors connect to VDD and NMOS
| &
wiL=1.5 || Pul 4 down . ,
: down J ‘ﬁ- owork transistors connect to GND. It is well known that
L |_Metwork )‘e PMOS transistors are nefficient at passing GND,;
4 = J| = « %7 similarly, it is well known that NMOS transistors are
_ 1 v ] _ not efficient at passing VDD. However, to maintain a
W/L=3 /L= 2
value of 616 in sleep mode,

W/L=1.5 W/L=1.5

Fig.2 Stack approaciFig.3 Sleey Stack approach has already been calculated, the sleepy keeper

approach usesthisguut val ue of 616 and
transistor connected to VDD to maintain output value

However, area penalty is a significant matter P .
equal to 616 when in sleep mo

for this approach since every transistor is replaced by
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W =Q_C1 WiL=3
Pull up
A network

I Y
I

Pull down

network

W/L=3 W/ =0

Fig.5 SleeKeeper approach

As shown in Fig5, an additional single
NMOS transistor placed in parallel to the pui
sleep transistor connects VDD to the pufl
network.When in sleep mode, this NMOS transistor
is the only source of VDD to the pulp network
since the sleep transistor is off. Similarly, to maintain

a value of 606 in sleep
has already been calculated, the sleepy keeper
appro¢e h uses this output vV a

transistor connected to GND to maintain output value
equal to 606 when in
an additional single PMOS transistor placed in
parallel to the puldown sleep transistor is the only
source of GND to the puldlown network which is the
dual case of the output
For the sleep, sleepy stack and leakage feedback
approaches, sleepy keeper approach, dual Vth
technology can be applied to obtain greater dgek
power reduction.

1. MOTIVATION

The art of power analysis and optimization of
integrated circuits used to be a specialty in analog
circuit design. Power dissipation of VLSI chips is
traditionally a neglected subject. In the past the
device density and operating frequency weoev |
enough that it was a constraining factor in the chips.
As the technology varies, more transistors, faster and
smaller than their predecessors, which leads to the
growth in operating frequency and processing per
capacity leads to increase in power congtiom.
There are two types of power dissipation in CMOS
Circuits: Dynamic and Static. Dynamic power is
caused by switching activities of the circuit and most
significant source of dynamic power dissipation in
CMOS circuits is the charging and dischargirighe
capacitance. Static Power dissipation is related to the
logical states of the circuits rather than switching
activities. In CMOS logic, leakage current is the only
source of static power dissipation.

sl ee

Currently, sukthreshold leakage seems be

the dominant contributor to overall leakage power
[8]. Another possible contributor to leakage power is
gateoxide leakage. A possible solution widely
reported is the potential use of high k (high dielectric
constant) gate insulators [9]. In any cathés papers
targets reduction of the sdbreshold Ileakage
component of static power consumption; other
approaches should be considered for reduction of
gate oxide leakage. Do please note, however, that all
results reported in this paper include all sesrof
leakage power. With application of dual threshold
voltage (Vth) techniques, the sleep, zigzag and sleepy
stack approaches result in orders of magnitude
subthreshold leakage power reduction [7] but in this
paper, we are not using dual Vth approacte ajor

advantage of the sleepy stack approach over the sleep

and zigzag approaches is that the sleepy stack

approach saves exact logic state. However, the sleepy

stack approach carries a ntrivial penalty: each
transistor in the original, base caseditianal CMOS

equivalent. The goal of our new approach is to

pchieve the bengfg gf alhabqye wyittep tgabrgques,
and now we propose two novel approaches, named

m@egign resulfs iry taree tranpigiors ingthe sleegyos@cky a | u e

pl malege aAesdbank stagk withg st mc ko

keepero which reduces

exact logic state.

/1 EAKASE EEER BAGKANIHHSTACKp o v e .

& SLEEP STACK WITH KEEPER
This section describes neweakage reduction
techniques in
feedback with stack
fsl-eepck with keepero.
structure of the leakage feedback with ktapproach
and sleegstack withkeeper.

In this technique i.e. leakage feedback
with stack, we are combining taking advantage of
two techniques i.e. leakage feedback approach due to
less transistor than sleeptack in which we replaces
each transistor in base case into thraasistors, and
ultra low power technigue i.e. Stack approach, here
we are combining these two techniques. sTlg
shown in Fig. 6In another approach i.e. slesfack
with keeper, we are combining the three different low
power leakage reduction technép i.e. sleep
transistors, stack apprdaavith keeper as shown in
Fig. 7.
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W/L=4.5
||:: |5 S W/L=9
W/L=9 A Pull up
W/L=4.5 network
A
Pull down _E
nthnrk
S 6
W/L=1.5
—||::\A—|E W/L 3
W/L=1.5
W/L=3
Fig.6 Leakage feedback with Stack
W/L=4.5 s
W/L=9 \501 '\s _C{ Ej]
W/L=4.5 Pull up
network
A —
Y
Pull down
WIL=15 network
W/L 3 _| _| [;] b_
|— So
W/L=1.5
Fig.7 Sleetack with Keeper
V. SRAM

Static Random Access Memory (SRAM) to
be one of the most fundamental and vitally important
memory technologies today. Because they are fast,
robust, and easily manufactured in standard logic
processes, they are nearly universally found an th
same die with microcontrollers and microprocessors.
Due to their higher speed SRAM based Cache
memories and Systepm-chips are commonly used.
Due to device scaling there are several design
challenges for nanometer SRAM desifpow power
SRAM design icrucial sincet takes a large fraction
of total power and die area in high performance
processors. A SRAM cell must meet the requirements
for the operationin submicronano ranges. The
scaling of CMOS technology has significant impacts

on SRAM cell randm fluctuation of electrical
characteristics ansubstantial leakage current.
A. 6T SRAM Cell

The schematic of SRAM cell shown in the Fig.8
It has 2 pull up PMOS and 2 NMOS pull down
transistors as two cross coupled inverters and two 2
NMOS access transistors to access the SRAM cell
during Read and Write operations. Both the bit lines
(BL and BLB) are used to transfer the data during the
read and write operations in a differential manner. To
have better noise margin, the data signal and its
inverse is provided to BL and BLb respectively. The
data is stored as two stable states, at storing points
VR and VL, and denoted as 0 and 1.

WL
Vdd
Mz |b— | Ma
. a
l I Mg | Ms
w [
L
BL BL

Fig.8 6T SRAM Cell

The fteart of the SRAM cell is a dual
inverter latch. Bch end of the latch holds \alue
t h athedcemplement of the other sidEhere are
different BL and BLb conditions that represent the
process of reading and writing into the cell.

o T T T T T -~

ru» L% .r-w: BALY »ERAALR T

Fig.9 Schematic for 6T SRAM Cell
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Fig.10 Simulations for 6T SRAM Cell

SO RRAE L SRR ATES 2

P s G e

Fig.11 Layoutfor 6T SRAM Cell

i <o

PHD|NFS S AABBA LY bR U AR RN

Fig.12 Schematior 6T SRAM Cell using Leakage
feedback with Stack

Fig.13 Simulationgor 6T SRAM Cell using Leakage
feedback with Stack

LGOS rseR A s ARG ATEE 20

P P e T P R e L ]

Fig.14Layoutfor 6T SRAM Cell using Leakage
feedback with Stack

B o el el e v ST

Fig.17Layout for 6T SRAM Cell using SSK

VI. SRAM ARCHITECTURE

A general SRAM Architecture and its
peripherals are shown in Fig.18. The SRAM array
consists of compact rows and columns of bit cells.
For small caches, it is possible to place a word of
data in a row, however, in large memories because of
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spacelimitation, it is necessary to arrange several
words of data in each row. Cells of each column
share the same bitlines. Before the read access, the
bitlines are precharged to a known value by the
precharge circuits. The row decoders are used to
select aow in the array. Depending on the mode of
operation, storage cells in the row are connected the
common bitlines and either the stored data in the cell
is read bysense amplifiers or overwritten by the write
circuits. For larger memories, multiple blocksthé
same array are used such that an extra address
generator called block address decoder is required.

A. Sense amplifier

A sense amplifier circuit is used to read the data
from the cell. In addition, it helps reduce the delay
times and minimizes power consumption in the
overall SRAM chip by sensing a small difference in
voltage on the bit lines.

Addressinput | Precharge circuits

R
I
> A
> M
»
»
> A
s R
»

R
> A
> Y

Write circuits
Data In
Sense amp

LYY

Data Out — ]
Fig 18. General SRAM Architecture

It has been optimized to a form that uses up the least
number of transistors while still being reliable at high
speeds It is also much simpler than the sisigihal
(differential sensing) circuit. For having high
performance SRAMSs, it is essential to tadare of

the read speeboth in the cellevel design and in the
design of a clever sense amplifier. Sense amplifiers
are one of the most critical circuits in the periphery of
CMOS memories. Their performance strongly
influences both memory access time aoderall
memory power consumption. High density memories
commonly come with increased bitline parasitic
capacitances. These large capacitances slow down
voltage sensing and makes bitline voltage swings
energyconsuming, which result in slower more
power hugry memories. Need for larger mery

capacity, higher speed, ahalwer power dissipation
impose trade offs in the design of sense amplifier.

= T

eERNFA L MAEEA LS > QAL S

Fig 19. Schematic for sense amplifier

Fig 20. Simulations for Sense amplifier

B. Row Decoder
A row decoder is used to decode the given
input address and select the wordline. When
performing a write or read operation only one of the
row is selected and 8 bits of data is transmitted.
There are 8 rows and row contained 8 cells each.
The row decoder edects one of those rows,
depending on the 3 bit address given to it. In order
to design an 8x8SRAM a 3x8 decoder is used.
Number of wordline equals to the number of rows in
the SRAM cell array.

The decoder selects 1 of 8 wordlines, with
respect to the nput address. The output of the
decoder is fed to a-dput AND. This AND is the
wordline driver. This AND supports a large
capacitance on the wordline. Each cell loads the
wordline with two transistors. Therefore, in the
design there would be 16 transistoper wordline
forming a large capacitance on the wordline. Other
input to this AND is the Clock. Only when both
Clock and decoder output signals are enabled, the
AND enables a wordline to the rows of SRAM cell
arrays. In a typical SRAM design, the outfratm the
decoder would directly enable the wordline. This
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AND was introduced in the design to achievelock

enabled design. The schematia 8x8 decoder is

shown in Fig 21
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C. 8bit SRAM Architecture
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Fig 23chemat|c for 8x8 SRAM Archltecture
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Fig 24, Simulations for 8x8 SRAM Archltecture
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Fig 25 Schematic for SRAM Architecture usmg
Leakage feedback with Stack

Fig 26 Slmulat|ons for Arch|tecture using Leakage
Feedbackvith Stack
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Fig 27. Schematic for 8x8 SRAM Architecture using
Sleep Stack with keeper

Fig 28 Simulations for 8x8 SRAM Architecture
using Sleep Stack with Keeper

ComparisorbetweerBasic SRAM and SRAM using

LFS technique
Topology Power Power
dissipationin dissipation in
basic SRAM SRAM using
(mW) LFS(mW)
50 nm 16.22E03 0.404E03
70nm 65.35E03 1.979E03
90nm 0.121 8.466E03
120nm 0.198 6.640E03
180nm 0.524 49.31E03

Tablel. powerconsumption obasicSRAM and
SRAM using LFS Technique

0.6 -
05 - m Power
0.4 - dissipation in
03 - basic SRAM
0.2 -
m Power
0.1 - dissipation in
O- + + 1+ 1+ 1 SRAM using
E E E E E LFS(mW)
CcC c c C© C
o © o 9o Q9
BroS g

Fig 29. Power consumption gragbr basic SRAM
and SRAM using LF$ different technologies

Compares ion between Basic SRAM and SRAM
using SSK technique

Topology Power Power
dissipation in dissipation in
basic SRAM SRAM using

(mWw) SSK(mW)

50 nm 16.22E03 0.375E03

70nm 65.35E03 1.237E03

90nm 0.121 3.684E03
120nm 0.198 4.934E03
180nm 0.524 31.60E03

Table 2 power consumption of basic SRAM and
SRAM using SSK technique

0.6 -

0.5 - m Power

0.4 - dissipation in

03 - basic SRAM

0.2 -

0.1 - m Power

04 + + + + 4 dissipation in

E £ g€ € SRAM using
S555S SSK(mw)
Bro g

Fig 30. Power consumption gragbr basic SRAM
and SRAM using SSka different technologies

VII. Conclusion

In this paper we design 8 bit SRAM
Architectureby using the fiLeakage
Stacko & fiSleep Stack with
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